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ABSTRACT

Deep learning techniques are widely used to design robust
classification models in several arias such as medical diagnosis
tasks in which it achieves good performance. In recent years
Pneumonia causes 15% of the total number of deaths in chil-
dren under the age of 5. It can be caused by viruses, bacteria
or fungi, which led the researchers to focus their studies on
identifying pneumonia basing on ChestX-ray images, using
deep learning techniques. In this paper, we propose a CNN
model (Convolutional Neural Network) for the classification
of Chest X-ray images. The proposed method is based on a
non-complex CNN and without the use of transfer learning.
Our proposed model uses fewer parameters and thus reduces
the training time. In this study, and because of the low avail-
ability of data, we used the data augmentation method to
eliminate overfitting and to improve the accuracy of the vali-
dation and classification of the model. The obtained results
prove the efficiency of the proposed architecture compared
with the state of the art methods.
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1 INTRODUCTION

Pneumonia is an infection of one or both lungs most often
caused by bacteria or viruses and even by fungi. Pneumonia
shows a wide variety of life-threatening infections.

Symptoms of pneumonia can cause muscle pain and headache.
Detecting pneumonia is a tedious task and is only possible for
expert radiologists. Chest pain that intensifies during cough
and deep breaths, and it can create a sudden fever up to
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41∘C and significant chills.

The convolutional neural networks CNN (Convolutional
Neural Network) is used to obtain more precision and to
obtain fast results through their performances as training
techniques for the classification of medical images, they are
qualified to approximate complex non-linear functions to pro-
cess large images. They are designed to automatically extract
the features of the input images.

Deep Learning has been conducted using CNNs and has
become the most used approach for the selection and recog-
nition of shapes in an image over the past decade. For this
reason, we used this architecture to help radiologists to detect
pneumonia automatically from chest X-ray images.

-Convolutional neural network
The architecture of CNN (Figure 1) is composed of a set of
processing layers. The first one the convolution layer, the
purpose of this layer is to find the parameters in an image
and locate them to keep the structure of the image with
size compression. Then, it is important to use the ReLu cor-
rection layer to eliminate linearity in an image. The second
step is to detect the features to minimize the spatial size of
the image, thus reducing the number of parameters and the
computing time in the network. It is therefore important to
insert this pooling layer periodically between two successive
convolutional layers to control overfitting. After several lay-
ers of convolution and pooling, we find the fully connected
layer where the information will propagate until the artificial
neural network is well trained. In the end, a prediction is
made to categorize the image. The loss layer (Loss) consists
of penalizing the difference between the output value and
the real value, it is normally the last layer in the network. In
practice, the outputs are not connected, so it is essential to
use the ”Sigmoid” or ”Softmax” function which is used to
extract a probability [1].

A CNN architecture is made up of the following processing
layers:

∙ The convolution layer (CONV): consists of convolving
the input image with a feature detector in order to
extract the important characteristics
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∙ The pooling layer (POOL): is used to compress the
dimensions of the images one more time while keeping
these important characteristics.

∙ The correction layer (ReLU): allows the replacement
of negative values in an image with zeros (Rectified
Linear Unit).

∙ The fully connected (FC) layer: which is a perceptron
type layer.

Figure 1: Convolutional neural network architecture.

2 RELATED WORKS

In the last few years, several automated machine learning
approaches, to classify different classes of pneumonia, have
been widely studied [5] - [6]. Fiszman et al [5] applied a
natural language processing (NLP) tool to classify dangerous
bacterial pneumonia-related diseases in chest X-ray (CXR).
The results of this kind of application showed performance
very comparable to that of the human expert.
Kallianos et al [17] published a state of art review explaining
the importance and efficacity of AI in chest X-ray image clas-
sification and analysis. Wang et al.[7] treated this problem
and prepared a new CXR8 database with 108,948 thoracic
chest X-ray images of 32,717 unique patients. Each x-ray
image could have various labels. They validated the results
on this data using deep convolutional neural networks (CNN)
and the results obtained were promising. In this study, they
also cited that this chest X-Ray 8 database can be more
extensive to include more classes of diseases and would be
helpful for other research studies.
Rajpurkar et al. [4] proposed a convoluted neural network of
121 layers from CXR14 data set. This database is available
to the public with over 100 thousand front view X-rays with
14 disease labels. They mentioned that their algorithm can
predict 14 disease categories with great efficiency.
Irvin et al. [8] They mentioned that an increasing labeled
dataset is the key to success for prediction and classification
tasks. They proposed a huge dataset named CheXpert that
consists of more than 0.2 million chest radiographic images of
65,240 patients. Then, they also used a CNN to assign labels
to these patients based on the probability obtained by the

model using the lateral and frontal radiographs. Furthermore,
the use of a large data set is highly desirable as each object
of the image is carefully detected and the segmentation of
each instance is performed accurately. Therefore, a different
method is needed to handle both instance segmentation and
object detection. Such robust approaches are faster CNN
(F-CNN) [9] and FCN (Fully convolutional network) [10].
Also, in the process of Faster R-CNN (FRCNN) we can ex-
tend the region by adding another branch, to predict the
segmentation mask on each region of interest along with
existing branches for the classification task. They have added
to their approach a segmentation at the instance level by
predicting the convolutional characteristics.
In the study of Kermany et al [14], they proposed a method
that uses CNNs based on transfer learning. Transfer learn-
ing has shown to be effective when it comes to areas where
data are limited. The main architecture was proposed for
Glaucoma based on OCT images of the retina. The same
architecture was also tested on chest X-rays images using
transfer learning. In the case of retinal OCT, in a multi-
class comparison between diabetic macular edema, choroidal
neovascularization, drusen and normal, they obtained an ac-
curacy of 96.6%, a sensitivity of 97.8%, and specificity of 97,
4%. In the comparison of chest X-rays with abnormal and
normal cases, they obtained an accuracy of 92.8%, sensitivity
of 93.2% and a specificity of 90.1%.

The works presented above shows the applicability of some
CNN architectures that allow the selection and detection of
features to improve as much as possible the performance of
a deep learning algorithm. In this paper, we propose a CNN
architecture applied to chest radiographic images containing
manifestations of pneumonia.

3 MATERIALS AND METHODS

3.1 Materials

Our experiments relied on a Chest X-ray image data proposed
in [4]. We have used the Keras open-source deep learning
framework with TensorFlow backend to implement and train
the convolutional neural network model. All experiments
were run on an Nvidia GeForce GTX 1080 GPU card.

3.1.1 Description of the database. The dataset of Kermany et
al [14] used in this work contains 5856 chestX-ray images of
JPEG format for the training task divided on 3,883 classified
as depicting pneumonia (2,538 bacterial and 1,345 viral) and
1,349 normal. The first remark is that the dataset used for
this study is imbalanced Figure 2.

The model was then tested with 234 normal images and
390 pneumonia images (242 bacterial and 148 viral) from 624
patients. these radiographic images are chosen from children
aged between 1 to 5 years old from the Medical Center in
Guangzhou. Knowing that all these images were performed as
part of clinical care, and they have undergone a pre-processing
to remove all low-quality scans.
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Figure 2: The datagram of the dataset used for the
training phase which shows the imbalance of data.

Figure 3: The normal chest X-ray (left panel) depicts
clear lungs without any areas of abnormal opacifica-
tion in the image. Bacterial pneumonia (middle) typ-
ically exhibits a focal lobar consolidation, in this case
in the right upper lobe (white arrows), whereas vi-
ral pneumonia (right) manifests with a more diffuse
interstitial pattern in both lungs[14].

3.2 Methods

3.2.1 Preprocessing and Data Augmentation: To solve the
problem of overfitting and increase the model’s ability to
generalize during the training and to increase the size and
quality of the data set, we used data augmentation methods
that exist in the literature [18]. The settings deployed in data
augmentation are exposed below in Table 1. The processing
starts with a rescale to image (reduction or magnification
during the augmentation process). After that, we do a rota-
tion of the images which will be randomly turned during the
training. Width Shift is the offset of the images horizontally
and the height Shift is the offset of the images vertically in our
case it is 10% for both cases. The zoom range is 20 percent
randomly, and finally, the images were reversed horizontally.

methods setting

Rotation range 30
Width shift 0.1
Height shift 0.1
Rescale 1/255
Shear range 0.2
Zoom range 0.2
Horizontal flip true

Table 1: Settings for the image augmentation.

3.2.2 Proposed model: The proposed model in this work
classifies normal and abnormal lung images showing various
manifestations of pneumonia using a CNN architecture as
shown in Figure 4. This architecture is composed of two
large blocks, the first for the extraction of features where
three input layers of 32 neurons were used, and three output
layers of 64 neurons followed by layers of RELU activator to
eliminate the negative values and replaced them with zeros,
MaxPooling 2 x 2, Batch Normalization between them. Then
we have 3 fully connected layers for the classification phase
of 512, 256, 128 neurons and a two output using the Sigmoid
function which allows us to get out a probability. Each neuron
in the same layer is connected to all the neurons in the next
block. After and to avoid the overfitting of our model, we
took into consideration the Dropout layer defined at 50%.
We used a dataset of 5840 images of chest X-rays (normal
and abnormal classes) where 5216 images were used for the
training phase (70 epochs) and the rest for the test phase.
The output of the operations of convolution, max-pooling and
Batch Normalizations are assembled into 2D planes called
feature maps, and we acquired 248 248 32, 122 122 32, 59
59 32, 27 27 64, 11 11 64 and 3 3 64 sizes of feature maps,
respectively, for the convolution operations and 124 124 32,
61 61 32, 29 29 32, 13 13 64, 5 5 64, and 1 1 64 sizes of
feature maps from the pooling operations, respectively (See
Table 2).

Figure 4: The proposed architecture.
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Layer (type) Output shape Turtles

conv2d 1 None, None, 248, 248, 32 896
max pooling2d 1 None, 124, 124, 32 0
batch normalization 1 None, 124, 124, 32 128
conv2d 2 None, 122, 122, 32 9248
m pooling2d 2 None, 61, 61, 32) 0
batch normalization 2 None, 61, 61, 32 128
conv2d 3 (Conv2D) None, 59, 59, 32 9248
max pooling2d 3 None, 29, 29, 32 0
batch normalization 3 None, 29, 29, 32 128
conv2d 4 (Conv2D) None, 27, 27, 64 18496
max pooling2d 4 None, 13, 13, 64 0
batch normalization 4 None, 13, 13, 64 256
conv2d 5 (Conv2D) None, 11, 11, 64 36928
max pooling2d 5 None, 5, 5, 64 0
batch normalization 5 None, 5, 5, 64 256
conv2d 6 (Conv2D) Lowest None, 3, 3, 64 36928
max pooling2d 6 None, 1, 1, 64 0
batch normalization 6 None, 1, 1, 64 256
flatten 1 None, 64 0
dense 1 None, 512 33280
Dropout 1 (Dropout) None, 512 0
dense 2 None, 256 131328
Dropout 2 (Dropout) None, 256 0
dense 3 (Dense) None, 128 32896
Dropout 2 (Dropout) None, 128 0
dense 4 (Dense) None, 1 129

Table 2: The output of the proposed network archi-
tecture

4 RESULTS AND DISCUSSION

As mentioned above, several methods such as data augmenta-
tion, learning rate variation, and annealing have been used to
solve the problem of adapting a small data set into the deep
convolutional neural network architecture [15]. The images
sizes to be processed are fixed, so to evaluate the validation
performance of our model we resized the radiographic images
to 200x200x3, 250x250x3, 300x300x3, respectively, and we
have trained them approximately four hours for each. The
obtained results showed that the shape of the 250x250 im-
age gave a better result than the others with an validation
accuracy of 93.24% and training loss of 11,81% against of
val-acc=90.71%, val-loss= 12.74% and val-acc=89.9%, val-
loss=28.68% for 200 x 200,3; 300 x 300,3, respectively, as
shown Table 3 and Figure 5 .

Data size Training accuracy Validation accuracy

200 95.72% 90.71%
250 95.81% 93.24
300 94.6% 89.9%

Table 3: Performance of the classication model on
different data sizes.

Figure 5: Performance of the classification model on
varied data sizes.

Then to evaluate the results obtained for the dimensions
of 250 x 250 x 3, four important metrics were considered,
which are accuracy eq(1), sensitivity eq(2), specificity eq(3)
and F-measure eq(4) . Our classification model has proven
to be effective compared to the work of (Kermany et al.,
2018). They obtained 92.8% of accuracy with a sensitivity
of 93.2% and 90.1% of specificity and the current work with
less parameters has an average accuracy of 93,24% with 95%
of sensitivity, 91.4% of specificity , and F-Measure of 92.96%
Table 4 .

ACC =
TP+ TN

P+N
=

TP+ TN

TP+ TN+ FP + FN
(1)

S𝑁 =
T𝑃

T𝑃 + F𝑁
(2)

S𝑃 = 1− F𝑃

F𝑃 +T𝑁
=

T𝑁

T𝑁 + F𝑃
(3)

F−𝑀𝑒𝑎𝑢𝑠𝑢𝑟𝑒 =
2 · p𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · r𝑒𝑐𝑎𝑙𝑙
p𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ r𝑒𝑐𝑎𝑙𝑙

(4)

Authors ACC SN SP F-
Measure

Amount
of hyper-
parame-
ters

Kermany
et al

92.8% 93.2% 90.1 – 23 million

Our
model

93.24% 95% 91.4% 92.96 0.31 mil-
lion

Table 4: Comparison of results

In this paper, we have proposed a model for the classifica-
tion of Chest X-ray images of frontal views with promising
validation accuracy. In the beginning, the algorithm mini-
mizes the size of these chest images, then we used the data
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augmentation method to reduce the risk of overfitting. The
next step is to apply this data to a convolutional neural
network to extract the characteristics of the images for the
identification and the classification. Due to the robustness
of CNN, the accuracy of our model was encouraging and
promising compared to other approaches as shown in Table
4 .
From this result we have demonstrated that to achieve good
performance in this dataset, we don’t need to use a com-
plex architecture of CNN such as VGG16 [5], ResNet[13]
or AlexNet[4], because this database is limited and deeper
learning can cause overfitting and also it costs a lot of time
for the training step.
The validation of the performances of the model trained on
different radiographic image size is based on the variation of
the sizes of the training and validation data set and we ac-
quired relatively similar results. This will greatly contribute
to improving the health of children by preventing and detect-
ing pneumonia early.

5 CONCLUSION

The diagnosis of pathologies through chest X-rays is an in-
dependent practice in hospitals. This article presents one
of the most recent techniques to accelerate the diagnosis
of pneumonia, which is deep learning and more specifically
convolutional neural networks (CNN) for image classification
and recognition. The proposed model was developed taking
into account the criteria of parameters and the time cost of
the training step, which makes it different from other ap-
proaches that are based on transfer learning or which use a
more complex architecture. One of the challenges encountered
of using this is to find a suitable classification architecture,
thus this work presented a method to generate and test dif-
ferent models of convolutional neural networks with different
dimensions. The results were very satisfactory for this set.
surpassing the accuracy, sensitivity, and specificity of the
datasets author while showing a comparably lower necessity
of computational power. This last point makes the model
more used in sub-optimal situations.
In the future, we wish to improve the results obtained by
using segmented images to reduce the computational effort
and to facilitate the feature extraction process.
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