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Method S1: Experimental Design 

Participants 

A total of 2,400 participants (1,200 females; age range, 20–75 years; mean age ± SD, 

47.94 ± 11.62 years) completed the online experiment consisting of a decision-making task 

and questionnaires. Participants provided responses in more than 90% of trials in the 

decision-making task and provided answers to all questionnaire items. Data were collected 

using an online research company, Cross Marketing Inc. (http://global.cross-m.co.jp/). The 

research company did not play any role in experimental design, data analysis, or writing of 

the manuscript. Participants were all native Japanese speakers and pre-assessed to 

exclude those with a previous history of diagnosis of neurological/psychiatric illness based 

on the self-report. All participants provided their informed consent online by clicking ‘I Agree’ 

after reading the instructions for the experiment. We did not use any statistical methods to 

predetermine the sample size. Our sample size selection was based on that used in 

previous studies 1. 

To ensure data quality in the online experiment and agreement with previous 

studies 1,2, we excluded 500 participants after careful assessments. In total, 431 participants 

who were not serious about the questionnaire were excluded. To identify these participants, 

we included a catch item, “If you have carefully read the questions so far, please select ‘a 

little’ as your answer”, in the questionnaire (see Questionnaires in METHODS). If 

participants failed to choose the appropriate response, they were excluded from subsequent 

analyses. Of the remaining participants, eight were excluded as they did not provide 

information about their education level. Finally, we excluded 61 participants who chose only 

one option on more than two-thirds of the trials in the reward-seeking or loss-avoidance 

decision-making tasks. Choices of one option over the course of trials (e.g., more than two-

thirds of the trials) were highly irrelevant in terms of the task demands, given that the 

frequencies of trials in which each of the three options had the highest reward probability 

were almost the same (Fig. 1cd). The data from the remaining 1,900 participants (1,000 

women; age range, 20–69 years; mean age ± SD, 47.77 ± 11.62 years) were used in the 

subsequent data analyses. 
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Table S1. Demographic information of the participants who performed the reward-

seeking (n = 939) and loss-avoidance (n = 961) tasks 

 Reward-seeking task Loss-avoidance task 

Age (mean ± SD years) 47.90 ± 11.70 47.64 ± 11.54 

Sex (% of the females) 52.61% 52.65% 

SES (mean ± SD) 21.79 ± 7.08 21.68 ± 6.87 

Education (mean ± SD) 4.53 ± 1.82 4.51 ± 1.81 

SES, socioeconomic status measured by the questionnaire 3. Education was coded as junior 

high school diploma: 1; high school diploma: 2; technical school diploma: 3; vocational 

school diploma: 4; associate degree (community college diploma): 5; bachelor’s degree: 6; 

and a master’s or doctorate degree: 7. 

Decision-making tasks: timeline of each trial. 

At the beginning of each trial, participants were required to choose among three options by 

clicking one of the fractal stimuli within 6 s (Decision phase; Fig. 1a). In this task, in every 

trial the three options (green, red, and blue) were positioned in the left, middle, and right of 

the screen, respectively. After making a response, the chosen option was highlighted by a 

yellow frame (Confirmation phase, 1 s). The outcome of the choice was then revealed to the 

participants (Feedback phase, 1.5 s). If no response was made in the decision phase, the 

remaining phases were skipped, and the participants moved to the next trial. 

Reward payment 

Reward-seeking task. In addition to a participation fee of 500 Japanese yen, participants 

obtained an extra reward depending on their task performance. The amount of performance-

based rewards was determined as follows: at the end of the experiment, the computer 

randomly selected one trial, and the outcome of the trial was implemented. If the participant 

received a reward in that trial, they obtained 100 yen. Because the participants did not know 

which trial would be selected for the monetary reward, they should have treated each trial as 

if it was being implemented. The reward they earned was paid with a coupon that could be 
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used in popular Japanese online stores, including Amazon Japan 

(https://www.amazon.co.jp/) and Rakuten Ichiba (https://www.rakuten.co.jp/). 

Loss-avoidance task. Participants were endowed with a participation fee of 600 Japanese 

yen. Depending on their task performance, they lost an amount of up to 100 yen (the loss 

was subtracted from the initial endowment). As in the reward-seeking task, the computer 

randomly selected one trial at the end of the experiment, and the outcome of that trial was 

implemented. 

Questionnaires 

After the decision-making task, the participants were administered the Japanese versions of 

the following questionnaires: Schizotypal Personality Questionnaire Brief 4,5, Obsessive-

Compulsive Inventory 6, Self-Rating Depression Scale 7,8, State-Trait Anxiety Inventory 9,10, 

and Barratt Impulsivity Scale11,12. Questionnaires were presented in the aforementioned 

order to all the participants to ensure that any individual differences in self-reported 

psychiatric symptoms were not attributed to order-effects. To identify participants who did 

not respond to the questionnaires seriously, a catch question was included in the 

Obsessive–Compulsive Inventory: ‘If you have carefully read the questions so far, please 

select 'a little' as your answer’. 

Table S2. Total scores of the questionnaires (n = 1900) 

 Mean ± SD Min Max 

SPQB 6.38 ± 4.36 0 22 

OCI 21.19 ± 22.80 0 149 

SDS 41.00 ± 8.62 20 73 

STAI 85.39 ± 20.45 40 158 

BIS 57.37 ± 14.39 10 117 

SPQB, Schizotypal Personality Questionnaire Brief; OCI, Obsessive-Compulsive Inventory; 

SDS, Self-Rating Depression Scale; STAI, State-Trait Anxiety Inventory; and BIS, Barratt 

Impulsivity Scale. 
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Table S3. Loadings of each item for the three factors (n = 1900) 

Questionnaire Item F1 loading F2 loading F3 loading 

SPQB 1 0.31  -0.08  0.19  

 2 0.37  -0.16  0.09  

 3 0.37  0.01  0.17  

 4 0.37  0.03  0.14  

 5 0.39  -0.30  0.11  

 6 0.22  -0.02  0.25  

 7 0.41  0.06  0.03  

 8 0.31  0.12  0.21  

 9 0.38  0.21  0.07  

 10 0.44  0.07  0.07  

 11 0.17  0.28  0.06  

 12 0.35  -0.23  0.07  

 13 0.35  -0.14  0.20  

 14 0.22  0.18  -0.03  

 15 0.07  0.34  -0.06  

 16 0.45  -0.03  0.02  

 17 0.27  0.22  0.09  

 18 0.26  0.30  0.02  

 19 0.33  0.06  0.14  

 20 0.18  0.25  0.18  

 21 0.09  0.33  0.08  

 22 0.18  0.15  -0.13  

OCI 1 0.56  0.15  0.03  

 2 0.58  0.04  0.01  

 3 0.61  -0.03  0.07  

 4 0.65  0.03  -0.09  

 5 0.67  0.05  0.00  

 6 0.53  0.07  0.02  

 7 0.74  0.06  -0.14  

 8 0.63  -0.02  -0.10  

 9 0.70  -0.02  -0.13  

 10 0.67  -0.05  -0.19  
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 11 0.49  -0.07  0.13  

 12 0.63  -0.01  0.09  

 13 0.55  0.05  0.10  

 14 0.67  -0.03  -0.06  

 15 0.73  0.00  -0.14  

 16 0.72  -0.12  -0.02  

 17 0.67  0.01  0.11  

 18 0.68  -0.06  0.01  

 19 0.77  -0.01  -0.13  

 20 0.60  -0.06  0.06  

 21 0.74  -0.07  -0.15  

 22 0.70  -0.04  -0.09  

 23 0.77  -0.09  -0.13  

 24 0.71  0.01  -0.02  

 25 0.73  -0.13  0.00  

 26 0.75  -0.02  -0.05  

 27 0.66  -0.03  -0.06  

 28 0.59  0.12  0.13  

 29 0.78  -0.04  -0.10  

 30 0.71  0.10  -0.04  

 31 0.76  -0.08  -0.04  

 32 0.73  -0.08  -0.02  

 33 0.67  0.10  0.04  

 34 0.58  -0.02  -0.07  

 35 0.70  -0.01  -0.02  

 36 0.75  -0.03  -0.02  

 37 0.76  0.01  -0.01  

 38 0.75  -0.04  -0.09  

 39 0.60  -0.08  -0.04  

 40 0.73  -0.07  -0.11  

 41 0.76  0.02  -0.08  

 42 0.72  -0.06  -0.11  

SDS 1 0.37  0.48  -0.03  

 2 -0.17  0.40  -0.02  
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 3 0.33  0.26  0.07  

 4 0.29  0.26  -0.07  

 5 0.11  0.10  0.12  

 6 -0.13  0.15  -0.02  

 7 0.33  -0.14  0.11  

 8 0.15  0.14  0.07  

 9 0.40  0.16  0.05  

 10 0.23  0.35  0.04  

 11 0.05  0.67  -0.02  

 12 0.12  0.45  0.08  

 13 0.44  0.08  0.16  

 14 -0.07  0.70  -0.03  

 15 0.30  0.37  0.03  

 16 0.00  0.56  -0.02  

 17 -0.10  0.60  0.17  

 18 -0.06  0.76  -0.03  

 19 0.25  0.36  0.13  

 20 -0.03  0.74  0.00  

STAI 1 0.11  0.62  0.00  

 2 0.12  0.71  -0.04  

 3 0.41  0.18  0.04  

 4 0.32  0.31  0.02  

 5 -0.10  0.70  -0.07  

 6 0.43  0.19  0.08  

 7 0.39  0.39  -0.03  

 8 0.01  0.76  -0.05  

 9 0.31  0.50  -0.03  

 10 -0.01  0.79  -0.08  

 11 -0.10  0.75  0.02  

 12 0.38  0.26  0.04  

 13 0.33  0.36  -0.01  

 14 0.46  0.26  -0.01  

 15 0.04  0.74  -0.12  

 16 -0.04  0.84  -0.07  
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 17 0.34  0.40  -0.03  

 18 0.49  0.15  0.02  

 19 -0.22  0.74  -0.17  

 20 -0.12  0.76  -0.07  

 21 -0.02  0.73  -0.13  

 22 0.18  0.34  0.08  

 23 0.30  0.31  0.10  

 24 0.25  0.23  0.02  

 25 0.19  0.34  0.08  

 26 0.00  0.76  -0.06  

 27 -0.04  0.76  0.05  

 28 0.22  0.33  0.15  

 29 0.46  0.27  0.05  

 30 0.02  0.75  -0.12  

 31 0.45  0.21  -0.08  

 32 0.18  0.50  0.11  

 33 -0.01  0.81  -0.06  

 34 0.08  0.18  0.26  

 35 0.26  0.53  0.03  

 36 -0.02  0.81  -0.06  

 37 0.41  0.25  0.10  

 38 0.32  0.34  0.09  

 39 -0.09  0.64  0.04  

 40 0.44  0.23  0.12  

BIS 1 -0.39  0.28  0.45  

 2 -0.10  -0.13  0.67  

 3 -0.09  -0.45  0.40  

 4 -0.13  -0.66  0.37  

 5 -0.15  -0.05  0.55  

 6 0.38  0.05  0.06  

 7 -0.41  0.21  0.39  

 8 -0.09  0.29  0.34  

 9 -0.07  0.42  0.30  

 10 -0.12  0.29  0.20  
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 11 0.18  0.23  0.20  

 12 -0.35  0.12  0.50  

 13 -0.27  0.14  0.15  

 14 0.01  -0.06  0.59  

 15 -0.25  0.37  0.12  

 16 0.07  0.02  0.34  

 17 0.05  -0.12  0.74  

 18 -0.02  0.04  0.67  

 19 0.13  -0.07  0.67  

 20 -0.04  0.55  0.21  

 21 0.19  -0.13  0.32  

 22 0.04  -0.11  0.63  

 23 0.14  0.05  0.40  

 24 0.14  -0.12  0.49  

 25 0.11  -0.08  0.55  

 26 0.19  -0.01  0.52  

 27 0.02  -0.31  0.30  

 28 0.20  0.01  0.44  

 29 0.11  -0.17  0.04  

 30 -0.12  0.57  0.00  

F1, compulsive behaviour and intrusive thought (CIT); F2, anxiety-depression (AD); and F3, 

impulsivity (IM). SPQB, Schizotypal Personality Questionnaire Brief; OCI, Obsessive-

Compulsive Inventory; SDS, Self-Rating Depression Scale; STAI, State-Trait Anxiety 

Inventory; and BIS, Barratt Impulsivity Scale. 
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Method S2: Data Analysis 

The data were analysed using MATLAB R2020a and R (version 3.6.3) on a MacBook Pro 

(Retina 5K, 13-inch, 2018; Mac OS X 10.14.6). 

Psychiatric dimensions and decision-making processes: mixed-effect regression 

analysis 

To examine the effects of past rewards (no-losses) and choices on participants’ current 

behaviour and the modulation of these effects by psychiatric factors, we conducted a 

Generalised Linear Mixed Model (GLMM) analysis using the MATLAB R2020a function, 

fitglme, with the restricted maximum pseudo-likelihood estimation. Based on previous 

studies using the three-armed bandit task 13,14, we performed three separate logistic 

regression models, one for each choice option (X, Y, and Z).  

In the reward-seeking task, for one option X, the GLMM was defined in the 

Wilkinson notation as follows: logit P(choice = X) ~ 1 + (Rt-1 + Rt-2 + Rt-3 + Rt-4 + Ct-1 + Ct-2 + 

Ct-3 + Ct-4) * (CIT + AD + IM + age + sex + education + ses) + (1 + Rt-1 + Rt-2 + Rt-3 + Rt-4 + Ct-

1 + Ct-2 + Ct-3 + Ct-4 | participant), 

where 𝑅!"# and 𝐶!"# denote recent past rewards and recent past choices, respectively 

(trials t-1, t-2, t-3, and t-4), and CIT, AD and IM represent the psychiatric factors. As per 

previous studies 13,14, 𝑅!"# was coded as 1 if the participant chose X and obtained a reward 

on trial 𝑡 − 𝜏, -1 if they chose Y or Z and obtained a reward, and 0 if there was no reward. 

𝐶!"# was coded as 1 if the participant chose X on trial 𝑡 − 𝜏, and -1 otherwise. The term (. | 

participants) indicates within-participant variables considered as random-effects (i.e., 

allowed to vary between participants). The model provided a set of regression coefficients 

and covariances. Here, we were interested in the fixed effects of past rewards and past 

choices, and their interactions with psychiatric factors. The total effect of past rewards over 

the past four trials was derived by 𝛽(𝑅) = ∑ 𝛽(𝑅!"$)%
$&' , where 𝛽(𝑅!"$) denotes the 

regression coefficient of the variable 𝑅!"$; and the variance of the total effect was computed 

by 𝜎((𝑅) = ∑ ∑ 𝑐𝑜𝑣0𝑅!"$ , 𝑅!")2%
)&'

%
$&' , where 𝑐𝑜𝑣0𝑅!"$ , 𝑅!")2 denotes the covariance of the 

regression coefficients, 𝛽(𝑅!"$) and 𝛽0𝑅!")2. The total effect of past choices and its 
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variance, as well as the total interaction effects and their variances, were derived similarly. In 

the loss-avoidance task, we performed the same GLMM, treating ‘no-loss’ and ‘loss’ as 

‘reward’ and ‘no-reward’, respectively. 

The GLMMs for the two other options, Y and Z, were defined in the same manner, 

providing the total effects of past rewards, past choices, and their interactions with 

psychiatric factors. The mean effect of past rewards over the three models was derived by 

the variance-weighted mean 15: *!(,) .!
"(,)⁄ 0*#(,) .#

"(,)⁄ 0*$(,) .$
"(,)⁄

' .!
"(,)⁄ 0' .#

"(,)⁄ 0' .$
"(,)⁄ , where subscripts denote 

each of the three models. The variance of the mean was given by '
' .!

"(,)⁄ 0' .#
"(,)⁄ 0' .$

"(,)⁄  

(see 15). Based on the mean effect and its variance (standard deviation), we tested the 

statistical significance of the effect using a two-tailed t-test with FDR multiple-comparison 

correction 16 (see Fig. 4 legends). The same procedure was applied to the statistical tests 

that analysed the effect of past choices and the effects of the interactions with psychiatric 

factors. 

Psychiatric dimensions and decision-making processes: model-based analysis 

We constructed computational models and fitted them to the participants’ choice behaviours 

in the decision-making tasks. 

RL1a. The first model was a conventional Reinforcement Learning (RL) model, termed Q-

learning 17. In this model, on each trial, an agent makes a choice depending on the value of 

each option. The choice probability of an option X is given by the following equation: 

     𝑞(𝑋) = 𝑒𝑥𝑝0𝛽𝑄(𝑋)2
9𝑒𝑥𝑝0𝛽𝑄(𝑋)2 + 𝑒𝑥𝑝0𝛽𝑄(𝑌)2 + 𝑒𝑥𝑝0𝛽𝑄(𝑍)2=> , 

where Q denotes option values and the parameter 𝛽 ∈ [0,∞) governs the degree of 

stochasticity in the choices (termed inverse temperature) 17. Once a choice is made and the 

reward outcome is revealed, the agent updates the value of the chosen option (i.e., 

learning). Suppose an option X is chosen, then the value of the option X is updated as 

follows: 

    𝑄(𝑋) ← 𝑄(𝑋) + 𝛼0𝑅 − 𝑄(𝑋)2, 
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where R denotes reward outcome (coded 1 for reward and 0 for no reward in the reward-

seeking task, and coded 1 for no-loss and 0 for loss in the loss-avoidance task) and the 

parameter 𝛼 ∈ [0,1] is the learning rate 17. In the initial experimental trial, option values were 

set at 0.5 (as the agent had no knowledge of the reward/no-loss probabilities). 

The other models below are variants of the conventional RL model (i.e., RL1a). 

RL1b. This model is almost identical to RL1a but includes ‘forgetting’. That is, the values of 

the unchosen options are forgotten (i.e., decay with time) 18–21. In other words, on each trial, 

an agent updates not only the value of the chosen option but also the values of the 

unchosen options. Specifically, values of the unchosen options, Y and Z, are updated as 

follows: 

    𝑄(𝑌) ← 𝑄(𝑌) − 𝛼1𝑄(𝑌), and 𝑄(𝑍) ← 𝑄(𝑍) − 𝛼1𝑄(𝑍),	

where 𝛼1 ∈ [0,1] denotes the forgetting rate. Note that the value of the chosen option is 

also updated as in RL1a. 

RL2a. In this model, an agent considers their own choice-trace in the decision-making. The 

choice-trace of each option, which quantifies how often the option was recently chosen, is 

updated according to the following rule: 

    𝐶(𝑋) ← 𝐶(𝑋) + 𝛼20𝐼(𝑋) − 𝐶(𝑋)2, 

where 𝐼(∙) is 1 if the option is chosen and 0 otherwise, and 𝛼2 ∈ [0,1] is the choice-trace 

decay rate. Note that the choice-traces of the other two options are updated by the same 

rule and that the initial choice-traces are set at zero. The choice-traces function in decision-

making as follows: 

    𝑞(𝑋) = 3456*7(8)092(8):
;3456*7(8)092(8):03456*7(<)092(<):03456*7(=)092(=):>

, 

where 𝛾 ∈ (−∞,∞) denotes the weight of the choice-traces. The agent considers both 

reward values and choice-traces in the decision-making. Individuals with positive choice-

trace weights are likely to repeat a recently selected choice. Conversely, individuals with 

negative choice-trace weights tend to avoid a recently chosen option. 

RL2b. This model is almost identical to RL2a but includes value-forgetting. That is, values of 

the unchosen options are forgotten. 
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RL3a. This model has differential learning rates for reward outcomes. Specifically, the value 

of the chosen option is updated as follows: 

 𝑄(𝑋) ← K
𝑄(𝑋) + 𝛼00𝑅 − 𝑄(𝑋)2					𝑖𝑓	𝑅 = 1
𝑄(𝑋) + 𝛼"0𝑅 − 𝑄(𝑋)2				𝑖𝑓	𝑅 = 0

, 

where 𝛼0 ∈ [0,1] and 𝛼" ∈ [0,1] depict the learning rates for rewarding and non-rewarding 

outcomes, respectively. The process of decision-making is identical to that of RL1a. 

RL3b. This model is almost identical to RL3a but includes value-forgetting. 

RL4a. This model has an adaptive learning rate 22. That is, the value of the chosen option is 

updated at trial t as follows: 𝑄!0'(𝑋) ← 𝑄!(𝑋) + 𝜅𝛼!𝛿!, where 𝛿! = 𝑅! − 𝑄!(𝑋) denotes the 

reward prediction error. Critically, the learning rate, 𝜅𝛼!, depends on the (absolute) reward 

prediction error at the previous trial t – 1: 𝛼! ← 𝜂|𝛿!"'| + (1 − 𝜂)𝛼!"', where 𝜂 ∈ [0,1] 

denotes the weight of the previous reward prediction error and 𝜅 ∈ [0,1] is the constant 

term. At the initial trial, the learning rate is 𝜅𝛼' where 𝛼' ∈ [0,1]. 

RL4b. This model is almost identical to RL4a but includes value-forgetting. 

Procedures of model fitting and comparison. To fit the computational models to each 

participant’s choice data, we employed a maximum a posteriori (MAP) approach 

incorporating prior beliefs about the parameter values (rather than a maximum likelihood 

approach in which variances of the parameter estimates are known to be inflated)23. Based 

on a previous study24, we set prior distributions of the value learning rates, 𝛼, 𝛼0, 𝛼", and 

𝛼' at Beta (2,2) and the inverse temperature, 𝛽, at Gamma (2,3). For the forgetting rate, 

𝛼1, choice-trace decay rate,	𝛼2, and the other parameters (𝜅, 𝜂), we used flatter prior 

distributions, Beta (1.2,1.2), as we did not have strong hypotheses about the parameter 

values a priori. A prior distribution of the choice-trace weight was set at Norm (0,4). For each 

model and participant, we obtained a MAP estimate using the MATLAB function, fmincon, 

and then computed log model evidence using Laplace approximations 23. Here, note that log 

model evidence implicitly penalises models with more free parameters as compared to those 

with fewer parameters. Each model’s log model evidence was finally fed into Bayesian 

model selection25 to compare the goodness of fit of the competing models. As a robustness 

check, we assessed different prior distributions for learning rates (Beta (3, 2) and Beta 
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(3,1.5)), revealing that the winning model did not change (i.e., Exceedance probability of 

RL2b is 1.00 for all the cases). 

Confusion matrix of model fitting. Before fitting these models to the actual data, we 

verified the identifiability of the models given the current experimental settings 26. We tested 

whether each of the models captured unique behavioural patterns. To this end, we 

constructed a ‘confusion matrix’ 26 based on simulated data. If the models were perfectly 

identifiable, simulation data generated by one model should be best explained by the same 

model rather than other models, and the confusion matrix should thus be the identity matrix. 

In this analysis, we first generated simulation data of 1,000 agents for each model. The 

number of agents was almost the same to the number of actual participants (see 

Participants). Decision parameters of each agent were sampled from the prior distributions 

(see Procedures of model fitting and comparison). We then formed a confusion matrix based 

on exceedance probabilities of Bayesian model selection25. As a result, we identified that 

exceedance probabilities in the diagonal cells were almost one (Fig. S4a), suggesting that 

these models were identifiable given the current experimental settings26. 

Parameter recovery analysis and replication of the original results based on 

simulation data. After obtaining the model fitting results, for further validation, we generated 

simulation data of 939 and 961 agents, whose decision parameters were extracted by the 

best-fit model and parameters 26. For the simulated data, we aimed to confirm that the 

parameter values could be recovered by model fitting and that the original results can be 

replicated. In the analyses, the parameter values were successfully recovered (Fig. S4jk) 

and the results of regression-based analyses on simulation data were highly consistent with 

those on the actual data (Fig. S4b-i), implying that the model and parameters reliably 

captured meaningful computational processes and their individual differences 26.  
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Fig. S1: Supplementary analysis on the total scores of the questionnaires 

(a) Cross-correlation of the five questionnaires’ total scores. 

(b) Effects of the questionnaires’ total scores on the proportion of correct choices. A correct 

choice was defined as the selection of the option with the highest reward (or no-loss) 

probability in a given trial. The mean and SEM of the effects were estimated with a 

generalised linear mixed-effect model. Left, reward-seeking task (mean ± SEM, N = 

465,435); and right, loss-avoidance task (mean ± SEM, N = 476,115). **P < 0.01, FDR-

corrected by the number of tests (i.e., 5) in two-tailed t-test (for the reward-seeking task, 

effect of Schizotypy: corrected P = 0.445 and uncorrected P = 0.235; OCD: corrected and 

uncorrected Ps < 0.001; Depression: corrected P = 0.445 and uncorrected P = 0.267; 

Anxiety: corrected P = 0.669 and uncorrected P = 0.535; Impulsivity: corrected and 

uncorrected Ps = 0.952; for the loss-avoidance task, Schizotypy: corrected and 

uncorrected Ps = 0.660; OCD: corrected P = 0.453 and uncorrected P = 0.091; 

Depression: corrected P = 0.660 and uncorrected P = 0.346; Anxiety: corrected P = 0.660 

and uncorrected P = 0.539; Impulsivity: corrected P = 0.660 and uncorrected P = 0.635; 

for the loss-avoidance task:). 

(c) Cross-correlation of the six questionnaires’ total scores. Total scores of the state and trait 

anxiety were derived separately. 

(d) Effects of the questionnaires’ total scores on the proportion of correct choices. Same 
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format as in Fig. S1b except that the total scores of the state and trait anxiety were 

obtained separately. **P < 0.01, FDR-corrected by the number of tests (i.e., 6) in two-tailed 

t-test (for the reward-seeking task, effect of Schizotypy: corrected P = 0.422 and 

uncorrected P = 0.320; OCD: corrected and uncorrected Ps < 0.001; Depression: 

corrected P = 0.422 and uncorrected P = 0.287; State Anxiety: corrected P = 0.422 and 

uncorrected P = 0.352; Trait Anxiety: corrected P = 0.366 and uncorrected P = 0.122; 

Impulsivity: corrected and uncorrected Ps = 0.973; for the loss-avoidance task, Schizotypy: 

corrected P = 0.546 and uncorrected P = 0.500; OCD: corrected P = 0.217 and 

uncorrected P = 0.072; Depression: corrected P = 0.466 and uncorrected P = 0.311; State 

Anxiety: corrected P = 0.253 and uncorrected P = 0.127; Trait Anxiety: corrected P = 0.183 

and uncorrected P = 0.031; Impulsivity: corrected and uncorrected Ps = 0.546). 
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Fig. S2: Supplementary analysis of psychiatric factors (dimensions) and decision-

making performance 

Interaction effect on the proportion of correct choices (mean ± SEM, N = 941,550). The 

mean and SEM of the interaction effect between CIT and Task (reward-seeking vs. loss-

avoidance) was estimated with a generalised linear mixed-effect model (GLMM) (effect of 

CIT x Task: P = 0.196). CIT, ‘compulsive behaviour and intrusive thought’. 
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Fig. S3: Supplementary analysis of psychiatric factors (dimensions) and decision-

making processes 

(a) Three-way interaction effects on the current choice (mean ± SEM, N = 941,550). Left, 

interaction effect among past reward (no-loss), CIT and task (reward-seeking vs. loss-

avoidance); and right, interaction effect among past choice, CIT and task. **P < 0.01, FDR-

corrected by the number of tests (i.e., 2) in two-tailed t-tests (Past reward x CIT x Task: 

corrected and uncorrected Ps = 0.194; Past choice x CIT x Task: corrected and uncorrected 

Ps < 0.001). CIT, ‘compulsive behaviour and intrusive thought’. 

(b)-(e) GLMM analysis considering the reward and choice history of two previous trials. 

Same format as in Fig. 4 (for the reward-seeking task, Past reward: corrected and 

uncorrected Ps < 0.001; Past choice: corrected and uncorrected Ps < 0.001; Past reward x 

CIT: corrected and uncorrected Ps < 0.001; Past choice x CIT: corrected and uncorrected Ps 

< 0.001; and for the loss-avoidance task, Past no-loss: corrected and uncorrected Ps < 

0.001; Past choice: corrected and uncorrected Ps < 0.001; Past no-loss x CIT: corrected P = 

0.024 and uncorrected P = 0.012; Past choice x CIT: corrected and uncorrected Ps = 0.303). 

(f)-(i) GLMM analysis that considering the reward and choice history of six previous trials. 

Same format as in Fig. 4 (for the reward-seeking task, Past reward: corrected and 
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uncorrected Ps < 0.001; Past choice: corrected and uncorrected Ps < 0.001; Past reward x 

CIT: corrected and uncorrected Ps < 0.001; Past choice x CIT: corrected and uncorrected Ps 

< 0.001; and for the loss-avoidance task, Past no-loss: corrected and uncorrected Ps < 

0.001; Past choice: corrected and uncorrected Ps < 0.001; Past no-loss x CIT: corrected and 

uncorrected Ps < 0.001; Past choice x CIT: corrected and uncorrected Ps = 0.909). 
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Fig. S4: Validation of computational models and model-fitting procedure based on 

simulation data 

(a) Confusion matrix to evaluate the performance of our Bayesian model selection. Each row 

denotes exceedance probabilities of the eight competing models on the data generated by 

the corresponding model. For example, the first row depicts exceedance probabilities of the 

eight models on the data generated by the first model (i.e., RL1a). The diagonal elements 
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are close to 1, indicating that each of these models is identifiable by the model selection 

procedure. 

(bc) Replication of results in Fig. 1ef. We simulated the data based on the best-fit model 

(i.e., RL2b) and parameters, and then replicated the original results on the simulated data. 

Same format as in Fig. 1ef (corrected and uncorrected Ps < 0.001 for all the comparisons). 

(de) Replication of the results in Fig. 3. Same format as in Fig. 3 (for the reward-seeking 

task, effect of CIT: corrected P = 0.004 and uncorrected P = 0.001; AD: corrected and 

uncorrected Ps = 0.293; and IM: corrected P = 0.293 and uncorrected P = 0.248; and for the 

loss-avoidance task, CIT: corrected P = 0.038 and uncorrected P = 0.013; AD: corrected and 

uncorrected Ps = 0.241; and IM: corrected P = 0.119 and uncorrected P = 0.079). 

(f-i) Replication of the results in Fig. 4. Same format as in Fig. 4 (for the reward-seeking task, 

Past reward: corrected and uncorrected Ps < 0.001; Past choice: corrected and uncorrected 

Ps < 0.001; Past reward x CIT: corrected and uncorrected Ps < 0.001; Past choice x CIT: 

corrected and uncorrected Ps < 0.001; and for the loss-avoidance task, Past no-loss: 

corrected and uncorrected Ps < 0.001; Past choice: corrected and uncorrected Ps < 0.001; 

Past no-loss x CIT: corrected and uncorrected Ps < 0.001; Past choice x CIT: corrected and 

uncorrected Ps = 0.843). 

(j) Parameter recovery analysis in the reward-seeking task. We recovered the parameter 

values by fitting the model to the simulated data. For each of the five parameters, the 

recovered parameter estimates are plotted against the original ones employed in the 

simulation. Note that values of the inverse temperature parameter were log-transformed 

because of the severe non-normality (skewness > 2 and kurtosis > 7). 

(k) Parameter recovery analysis in the loss-avoidance task. Same format as in (j). 
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Fig. S5: Supplementary computational model-based analysis 

(a) Effects of RL parameters on the CIT factor in the reward-seeking task without controlling 

for the effects of demographic information (mean ± SEM, N = 939). **P < 0.01 and +P < 

0.10; FDR-corrected by the number of tests (i.e., 3) in one-tailed t-tests (a: corrected P = 

0.002 and uncorrected P < 0.001; b: corrected P = 0.058 and uncorrected P = 0.039; g: 

corrected and uncorrected Ps = 0.058). RL, reinforcement learning; and CIT, ‘compulsive 

behaviour and intrusive thought’. Same format as in Fig. 5cd. 

(b) Effects of RL parameters on the CIT factor in the loss-avoidance task without controlling 

for the effects of demographic information (mean ± SEM, N = 961). Same format as in 

(a) (a: corrected P = 0.008 and uncorrected P = 0.002; b: corrected P = 0.180 and 

uncorrected P = 0.120; g: corrected and uncorrected Ps = 0.297). 
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Fig. S6: Supplementary analysis using data from the reduced questionnaire 

(a) Loadings in the three factors (dimensions) underlying psychiatric symptoms. Loadings of 

the 104 questionnaire items are shown; 50 of the 154 items were discarded based on the 

loadings in the original factor analysis (cut-off value = 0.4; see Fig. 2 and Table S3). CIT, 

compulsive behaviour and intrusive thought; AD, anxiety-depression; and IM, impulsivity. 

(b) Effects of psychiatric factors on the proportion of correct choices in the reward-seeking 

task (mean ± SEM, n = 465,435). Same format as in Fig. 3a. **P < 0.01 and *P < 0.05, 

FDR-corrected by the number of tests (i.e., 3) in two-tailed t-tests (effect of CIT: corrected 

and uncorrected Ps < 0.001; AD: corrected and uncorrected Ps = 0.278; and IM: corrected 

P = 0.141 and uncorrected P = 0.094). CIT, compulsive behaviour and intrusive thought; 

AD, anxiety-depression; and IM, impulsivity.  

(c) Effects of psychiatric factors on the proportion of correct choices in the loss-avoidance 

task (mean ± SEM, n = 476,115). Same format as in Fig. 3b (effect of CIT: corrected P = 

0.011 and uncorrected P = 0.004; AD: corrected and uncorrected Ps = 0.129; and IM: 

corrected P = 0.108 and uncorrected P = 0.072). 
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(d) Main effects of past rewards and past choices on the current choice in the reward-seeking 

task (mean ± SEM, n = 461,679). Same format as in Fig. 4a. **P < 0.01, FDR-corrected 

by the number of tests (i.e., 2) in two-tailed t-test (Past reward: corrected and uncorrected 

Ps < 0.001; Past choice: corrected and uncorrected Ps < 0.001). 

(e) Main effects of past no-losses and past choices on the current choice in the loss-avoidance 

task (mean ± SEM, n = 472,271). Same format as in Fig. 4b (Past no-loss: corrected and 

uncorrected Ps < 0.001; Past choice: corrected and uncorrected Ps < 0.001). 

(f) Interaction effects on the current choice in the reward-seeking task (mean ± SEM, n = 

461,679). Same format as in Fig. 4c. **P < 0.01, FDR-corrected by the number of tests 

(i.e., 2) in two-tailed t-tests (Past reward x CIT: corrected and uncorrected Ps < 0.001; 

Past choice x CIT: corrected and uncorrected Ps < 0.001). CIT, compulsive behaviour and 

intrusive thought. 

(g) Interaction effects on the current choice in the loss-avoidance task (mean ± SEM, n = 

472,271). Same format as in Fig. 4d (Past no-loss x CIT: corrected P = 0.005 and 

uncorrected P = 0.002; Past choice x CIT: corrected and uncorrected Ps = 0.808). 

(h) Effects of RL parameters on the CIT factor in the reward-seeking task (mean ± SEM, N 

= 939). *P < 0.05; FDR-corrected by the number of tests (i.e., 3) in one-tailed t-tests (a: 

corrected P = 0.019 and uncorrected P = 0.006; b: corrected and uncorrected Ps = 0.193; 

g: corrected P = 0.047 and uncorrected P = 0.031). RL, reinforcement learning; and CIT, 

compulsive behaviour and intrusive thought. Same format as in Fig. 5cd. 

(i) Effects of RL parameters on the CIT factor in the loss-avoidance task (mean ± SEM, N 

= 961). Same format as in (h) (a: corrected P = 0.235 and uncorrected P = 0.088; b: 

corrected P = 0.235 and uncorrected P = 0.156; g: corrected and uncorrected Ps = 0.261). 

(j) Effects of RL parameters on the CIT factor in the reward-seeking task without controlling 

for the effects of demographic information (mean ± SEM, N = 939). Same format as in 

(h). **P < 0.01 and +P < 0.10; FDR-corrected by the number of tests (i.e., 3) in one-tailed 

t-tests (a: corrected P = 0.001 and uncorrected P < 0.001; b: corrected P = 0.076 and 

uncorrected P = 0.053; g: corrected and uncorrected Ps = 0.076). 

(k) Effects of RL parameters on the CIT factor in the loss-avoidance task without controlling 

for the effects of demographic information (mean ± SEM, N = 961). Same format as in 
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(h) (a: corrected P = 0.011 and uncorrected P = 0.004; b: corrected P = 0.196 and 

uncorrected P = 0.131; g: corrected and uncorrected Ps = 0.259). 
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Fig. S7: Supplementary factor analysis of questionnaire data 

Loadings in the CIT (compulsive behaviour and intrusive thought) and the AD (anxiety-

depression) factors. Blue and orange points denote the questionnaire items related to 

depression and anxiety, respectively. Dashed lines indicate a conventional cut-off value of 

loading: 0.4. 


