
I. Supplementary Material

Figure S1: Distribution of seven cell line dataset into training (left), validation (middle), and test (right)
splits. In each split, the fraction and number of images from each cell line are shown (pie chart; colors).

Figure S2: Picking a learning rate. (A) Model loss (y-axis) at different learning rate values (x-axis) for
different models (panels) on brightfield data. The best learning rate is selected from the steep area in



the curve (manually selected shaded box; Methods). (B) As (A), but for fluorescence data.

Figure S3: Pairwise comparison of pixel-wise model performance using the seven cell lines data.
Scatter plots: Per-image average pixel-wise F1 score (markers) for two models (x- and y-axis) for pairs
of models (panels). Solid black line: y = x (equal performance). Histograms: Frequency (y-axis) of
per-image performance difference (x-axis) for the same model pairs (panels). Solid black line: x = 0
(equal performance).



Figure S4: Frequency (y-axis) of IoU-average (across 0.5 to 0.95 cutoffs as in Caicedo et al.) per-image
object-wise F1 scores (x-axis) for the considered models (colors, panels) in seven cell lines (top) and
LNCaP datasets(bottom). Black line and label: average value.



Figure S5: Per-image median object-wise F1 scores (y-axis) across seven cell lines (solid lines), and
LNCaP (dotted lines) for all models (colors) and a range of IoU thresholds (panels; Methods).



Figure S6: Frequency (y-axis) object solidity (ratio between the number of pixels in an object to the
number of pixels in the convex hull of the object; x-axis) for each model (colors; panels), and the
ground truth (teal) for 20 images randomly sampled from the test set. A) U-Net, B) U-Net++, C)
Deeplabv3+, D) Tiramisu, E) PPU-Net.



Figure S7: Model performance in images with different nuclei densities. Pixel-wise F1 score (y-axis) at
different numbers of cells per image (x-axis) for individual images (markers) using different models
(colors) on the various cell lines (panels). Solid lines: regression fit.

Figure S8: Impact of nuclear size on model performance. Intersection over union metric (“IoU”, y-axis)
for four size categories of nuclei (x-axis) for different models (colors) and cell lines (panels). Labels:
Tiny (T), Small (S), Medium (M), and Large (L).



Figure S9: Impact of nucleus size variation on model performance. Pixel-wise F1 score (y-axis) for
individual images (markers) contrasted against the standard deviation of nucleus sizes in the image
(x-axis) for different models (colors) and cell lines (panels). Solid lines: regression fit.



Figure S10: Object-level errors at different prediction probability thresholds. Number of errors (y-axis) at
a range of pixel posterior cutoffs (x-axis) with different models (colors) and different datasets (seven cell
lines top and LNCaP bottom). (A) Splits (B) Merges (C) Missed nuclei.

Table S1: Average number of cells in a field of view (FOV) in different cell lines (rows) and
different data splits (columns)



Table S2: Gain in percent in F1-score on held-out data of using label smoothing for different
models and different smoothing factors.

Table S3: Joint models segmentation pixel- and object-wise F1-score for different cell lines of
fluorescent modality.

Table S4: Models segmentation pixel-wise (PW) and object-wise (OW) F1-score for different
cell lines of brightfield modality in both the seven cell lines and the LNCaP datasets.




