
Open Access This file is licensed under a Creative Commons Attribution 4.0 
International License, which permits use, sharing, adaptation, distribution and 
reproduction in any medium or format, as long as you give appropriate credit to 

the original author(s) and the source, provide a link to the Creative Commons license, and indicate if 
changes were made. In the cases where the authors are anonymous, such as is the case for the reports of 
anonymous peer reviewers, author attribution should be to 'Anonymous Referee' followed by a clear 
attribution to the source work.  The images or other third party material in this file are included in the 
article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is 
not included in the article’s Creative Commons license and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright 
holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/. 

Peer Review File



Editorial Note: This manuscript has been previously reviewed at another journal that is not 

operating a transparent peer review scheme. This document only contains reviewer comments and 

rebuttal letters for versions considered at Nature Communications. Mentions of prior referee reports 

have been redacted. 

Reviewers' Comments: 

Reviewer #1: 

Remarks to the Author: 

Dear authors 

Thank you for your thorough efforts to revise the paper on this ambitious study using extensive 

data. The utility of AI in ultrasound interpretation remains to be tested in a clinical setting. I have 

no further comments or suggestions of improvement. 

Reviewer #2: 

Remarks to the Author: 

Nature Communications (previously submitted to Nature Medicine) 

REVIEWER #2 

Previous comment #5: At a few places in your responses and specifically here, you did not 

perform the suggested changes and returned the final decision to the Editor. I strongly believe it 

would be a fair clarification to specify in the title that the study was retrospective and based on B-

mode imaging alone. The Editor should be aware of this recent manuscript where the study design 

was made clear in the title to avoid any ambiguity or to emphasize, in this case, the strength of 

the work: see “Prospective assessment of breast cancer risk from multimodal multiview ultrasound 

images via clinically applicable deep learning, Nature BME, 2021”. In your case, this reviewer 

appreciates the change made in the abstract to clarify the retrospective nature of the work: “In a 

retrospective reader study”. Please clarify in the title that your study is based on B-mode imaging. 

To emphasize a strength of your study, you may add in the title the number of cases considered in 

your AI model. 

Previous comment #8: The improvement in performance over radiologist’s BI-RADS assessment 

can be found, for example, in the paper by Destrempes mentioned in the original review of this 

manuscript in Nature Medicine: Destrempes et al., UMB, 46, 2, 436-444, 2020. In the latter paper, 

BI-RADS classification by radiologists provided an AUC of 95% that could be improved by 2% by 

adding other ultrasound modalities than B-mode in the machine learning model. The authors are 

right, I do not know a paper on comparative performance of B-mode BI-RADS versus B-mode AI. 

Previous comment #9: I understand that this is a strength of your study but clarify into the 

manuscript inclusion and exclusion criteria. Also, I understand that the wording in the machine 

learning field may differ than the medical field. However, your targeted audience is also 

radiologists. I would strongly suggest early in the manuscript to clarify that the meaning of 

“prediction” may differ than “medical prediction” that would require a prospective design. 

Other issue (NYU breast ultrasound dataset): In response to one of my comment you added this: 

“Both B-mode and color Doppler images were included”. However, I am not sure on how this was 

considered in your AI algorithm. Did you also analyse color Doppler maps and/or pulse-wave 

Doppler spectrograms, probably not? You may have taken B-mode DICOM images extracted from 

the duplex color Doppler exam. This needs to be clarified because you likely did not include flow 

velocity information into the AI design. 



Overall, this reviewer is satisfied by other responses provided and by the revision of the 

manuscript. 

Reviewer #4: 

Remarks to the Author: 

Dear Editor, 

The authors did a thorough revision and addressed all my concerns satisfactory. 

This is an interesting topical paper and I would very much like to see this published. 

I would advocate to include the results of the small reader study of the external data set in the 

final paper as further highlights the benefits of an AI-decision support system. 

Best Katja 

Reviewer #5: 

Remarks to the Author: 

This manuscript developed and validated, both internally and externally, an AI system for breast 

cancer diagnosis using ultrasound images. A large database was used to train the AI model. The 

performance of the proposed AI model was assessed and compared with radiologists. 

My first major concern is the novelty of the AI technique. The Resnet has been used as a standard 

backbone network for years. This Resnet-based AI system achieved good performance on the 

datasets used in this article. It would be welcome to design some task-specific CNN or other 

innovative learning techniques, especially for such a large database. 

My second major concern is the generalization assessment. The model was developed using a 

large dataset but tested in only one external dataset from one single center. The ultrasound data 

in this external set were acquired using a single device, the GE logiqE9. I guess the AI system built 

using such a large dataset might be powerful. But the lack of multicenter evidence is a clear 

drawback. 

The authors reported a rather low radiologist’s AUROC on the external validation set. Only one 

radiologist did the test, so bias might be induced, for example the radiologist might not very 

familiar with the ultrasound data produced by logiqE9. It would be better to ask more radiologists 

to repeat the test on the same cases. 

The authors claimed that “the AI system was trained to perform classification and localization in a 

weakly supervised manner”. Generally, there are three types of weakly supervised learning: 

incomplete supervised learning where only part of the training data is labelled; inaccurate 

supervised learning where some labels are noised or wrong; and inexact supervised learning 

where the labels are coarse-grained. Here I guess the authors referred to the third type - learning 

to locate lesions with coarse-grained image-level labels (malignant or benign). to localize the 

lesion with coarse-grained image-level labels (malignant or benign). However, the AI model was a 

classical classification model (ResNet), rather than a localization model or segmentation model. 

The localization was done with only a heatmap-like saliency map, rather than generating a 

bounding-box containing a specific object. In other words, the model was designed for binary 

classification, and the labels were complete, accurate and exact. No localization subnet was 

presented. I suggest the author not use the term “weakly supervised”, as it may mislead the 

readers. 

The authors also claimed that “an interpretable AI system trained with such a large dataset could 

help discover novel data-driven imaging biomarkers, leading to a better understanding of breast 

cancer”. I suggest that the authors use the term ‘interpretable AI’ with caution. The saliency map 

only provides a possible technique to show where the AI model focuses on to make a prediction. It 

does not explain what it learns from images, let alone what human-understandable meanings the 

learned features have. In other word, the AI model is still a black box. Telling where the AI 

focused on does not directly means an interpretable AI. Except ‘where’, ‘what’ and ‘how’ are more 



important. 

It would be interesting to calculate the class activation map (CAM) from the CNN, as it provides 

another way to show where the AI model pays attention. CAM tells which regions contribute more 

to the final prediction. Comparing CAM with the saliency map used by the author will draw some 

useful conclusions - which of these two technologies is more beneficial for understanding the 

presented AI model. 

The saliency map given by the author is too few. It would be required to show more saliency 

maps, preferably some more unusual saliency maps for human experts. For example, are the 

peritumor areas useful for identifying breast cancer? Which imaging patterns are the most 

discriminative?



Response to Reviewers

We are glad that all reviewers appreciated our effort and accepted our answers. Reviewer 1 and Reviewer
3 deemed the previous revision satisfactory. Reviewer 2 and Reviewer 5 provided additional constructive
comments. In this revision, we addressed their comments and highlighted our updates in the revised version
of the manuscript. Below, we respond to all specific points made by Reviewer 2 and Reviewer 5.

Reviewer 2 suggested adding a few additional elements to the title: (1) highlighting that the study is
retrospective, (2) adding the information that we specifically use B-mode and Color Doppler images (which is
the standard of care for breast imaging in the United States) and (3) information on the number of images
used during training. While, we think these are fair points and we highlighted these elements to the abstract,
we feel that the suggested changes would make the title, which is already long (12 words, 110 characters),
extremely long (>20 words, >200 characters). We tend to think that the title is fine as it is and that the
abstract is very clear. However, we would like to defer a decision on whether we should indeed incorporate
these elements in the title to the editor.

Reviewer 2

Previous Comment 8 The improvement in performance over radiologist’s BI-RADS assessment can be
found, for example, in the paper by Destrempes mentioned in the original review of this manuscript in Nature
Medicine: Destrempes et al., UMB, 46, 2, 436-444, 2020. In the latter paper, BI-RADS classification by
radiologists provided an AUC of 95% that could be improved by 2% by adding other ultrasound modalities
than B-mode in the machine learning model. The authors are right, I do not know a paper on comparative
performance of B-mode BI-RADS versus B-mode AI.

We added the suggested references [2, 7] to the introduction and discussion sections.

Previous Comment 9a I understand that this is a strength of your study but clarify into the manuscript
inclusion and exclusion criteria.

We provided a detailed clarification on the inclusion and exclusion criteria in the Methods section (see
“Filtering of the dataset” and “Additional filtering of the test set”). We also illustrated the filtering workflow
utilized in this work in Supplementary Figure 4.

Previous Comment 9b Also, I understand that the wording in the machine learning field may differ than
the medical field. However, your targeted audience is also radiologists. I would strongly suggest early in the
manuscript to clarify that the meaning of “prediction” may differ than “medical prediction” that would require
a prospective design.

We followed the reviewer’s suggestion and added the following clarification in the last paragraph of page 3
where the term “prediction” appears the first time in the manuscript: Of note, the term “prediction” refers to
the diagnosis produced by AI/radiologists in this retrospective study as it is often used in the machine learning
literature. It does not imply the study being prospective.
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Comment 1 In response to one of my comment you added this: “Both B-mode and color Doppler images
were included”. However, I am not sure on how this was considered in your AI algorithm. Did you also
analyse color Doppler maps and/or pulse-wave Doppler spectrograms, probably not? You may have taken
B-mode DICOM images extracted from the duplex color Doppler exam. This needs to be clarified because you
likely did not include flow velocity information into the AI design.

The AI system processed both B-mode images and color Doppler images in the same way. For each color
Doppler image, the color Doppler map was overlaid on the B-mode US image. Both B-mode images and
color Doppler images were given to the network, which extracted representations from them and combined
them using an attention mechanism such that a prediction on an exam level mad made. Therefore, although
the AI system was not designed to separately analyze blood flow velocity, such information was available to
the AI and was integrated along with other visual features for diagnosis. We updated the Methods section to
provide further clarification on this comment.

Reviewer 5

Comment 1 My first major concern is the novelty of the AI technique. The Resnet has been used as a
standard backbone network for years. This Resnet-based AI system achieved good performance on the datasets
used in this article. It would be welcome to design some task-specific CNN or other innovative learning
techniques, especially for such a large database.

We would like to clarify that although ResNet is an element of the proposed AI system, the entire system is
significantly different from a canonical ResNet. It consists of several components that are designed specifically
for the breast ultrasound interpretation task. We explain these task-specific designs below in detail.

First, while traditional ResNets need to be trained with image-level cancer labels (presence or absence
of cancer in each image), the neural network proposed in this work is able to learn from breast-level labels
(i.e. one label per breast exam, which might contain multiple images, rather than one label per image).
To enable this, we designed a novel attention-based aggregator that learns from breast-level labels which
can be automatically extracted from pathology reports. This design is particularly important since the
pathology reports only confirm the presence of benign/malignant lesions in a breast but do not specify in
which ultrasound images these lesions are visible. Collecting image-level cancer labels requires human experts
to manually identify images that contain lesions and is impractical for large-scale datasets such as the one
used in this work. The technical details of this design are in the Methods section (see “Deep neural network
architecture”).

Second, our model provides an explanation of its predictions using saliency maps, generated as a byproduct
of the inference process, which highlight the regions in the ultrasound image that the model deems important.
This differentiates it from traditional neural-network-based classifiers (such as ResNets for example) which
only provide “black-box” predictions. To achieve that, we built upon architecture designs from the weakly
supervised object localization literature [6, 11, 12] that enable the model to produce such saliency maps
using only the mutliple instance learning paradigm. The saliency maps produced by our network are not
generated post hoc based on gradient backpropagation [5, 9, 10]. Our network is also different from classical
object segmentation/detection models, such as U-Net [8] or Mask R-CNN [3], which need to be trained with
expensive pixel-level segmentation/bounding box labels. Our design effectively improves interpretability of
our model while avoiding the cost of additional labeling efforts.

Comment 2 My second major concern is the generalization assessment. The model was developed using
a large dataset but tested in only one external dataset from one single center. The ultrasound data in this
external set were acquired using a single device, the GE logiqE9. I guess the AI system built using such a large
dataset might be powerful. But the lack of multicenter evidence is a clear drawback. The authors reported
a rather low radiologist’s AUROC on the external validation set. Only one radiologist did the test, so bias
might be induced, for example the radiologist might not very familiar with the ultrasound data produced by
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logiqE9. It would be better to ask more radiologists to repeat the test on the same cases.

We would like to clarify that NYU Langone Health is an academic health center that comprises of multiple
affiliated hospitals and operates over 350 sites. The NYU Breast Ultrasound Dataset, collected at this
academic center, includes a large patient population (143,203 patients) and a diverse range of ultrasound
devices (20 models), acquired over 20 imaging sites.

We agree with the reviewer that the external test set has limitations in representativeness. On the other
hand, we also acknowledge that this is the largest breast ultrasound dataset that is publicly available. We
followed the reviewer’s suggestion and conducted an additional reader study with two attending radiologists
(reader B: 20 years of experience and fellowship-trained, reader C: 11 years of experience and fellowship-
trained) on the external test set. Including reader A from the previous revision, the three radiologists achieved
an average AUROC of 0.888 (SD: 0.004, 95% CI: 0.855, 0.909). This is a significantly lower score than
our model’s (0.927 95% CI: 0.907, 0.959). We summarized the results from this additional reader study in
Supplementary Table 10.

Comment 3 The authors claimed that “the AI system was trained to perform classification and localization
in a weakly supervised manner”. Generally, there are three types of weakly supervised learning: incomplete
supervised learning where only part of the training data is labelled; inaccurate supervised learning where
some labels are noised or wrong; and inexact supervised learning where the labels are coarse-grained. Here I
guess the authors referred to the third type - learning to locate lesions with coarse-grained image-level labels
(malignant or benign). to localize the lesion with coarse-grained image-level labels (malignant or benign).
However, the AI model was a classical classification model (ResNet), rather than a localization model or
segmentation model. The localization was done with only a heatmap-like saliency map, rather than generating
a bounding-box containing a specific object. In other words, the model was designed for binary classification,
and the labels were complete, accurate and exact. No localization subnet was presented. I suggest the author
not use the term “weakly supervised”, as it may mislead the readers.

We agree that this point deserves a clarification. We adopted reviewer’s suggestion and changed the
sentence in paragraph 4 of page 3 to “In addition to classifying the images, the AI system also localizes the
lesions in a weakly supervised manner [6, 11, 12].”.

While our model was trained with with coarse-grained labels (breast-level labels), it has the ability
to localize suspected malignant and benign lesions through the layer in the network that generates the
saliency maps. Even though we did not produce bounding box predictions based on these saliency maps, it is
technically straight-forward to do so. To clarify this point, we summarize the workflow of our model below.

The AI system first uses ResNet-18 to extract a feature representation from each ultrasound image in an
exam. It then converts feature representations to saliency maps using a layer with one by one convolution
and sigmoid non-linearity. Next, these saliency maps were collapsed into image-level predictions using a
pooling layer. Finally, the model employs an attention-based aggregator to produce a breast-level cancer
diagnosis. Although our model does not have a dedicated localization sub-net, it has a dedicated layer, which
localizes the lesions that contribute to its classification prediction. We would like to highlight that the saliency
maps produced by our model are not based gradient-backpropagation methods [9, 1]. A detailed technical
description of this neural network is in the Methods section (see “Deep neural network architecture” and
“Training details”).

Comment 4 I suggest that the authors use the term ‘interpretable AI’ with caution. The saliency map
only provides a possible technique to show where the AI model focuses on to make a prediction. It does not
explain what it learns from images, let alone what human-understandable meanings the learned features have.
In other word, the AI model is still a black box. Telling where the AI focused on does not directly means an
interpretable AI. Except ‘where’, ‘what’ and ‘how’ are more important.
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We agree that “interpretable AI” is a term that requires caution. As there is no consensus what interpretable
AI even is, we tried to use it in a way that is consistent with how it is typically used in the machine learning
community and in a way that does not overstate what we have done. We made edits in the Discussion section
to highlight this point: Admittedly, the literature has not yet reached a consensus on the definition of what
exactly interpretability for neural networks is. Nevertheless, with the saliency maps, researchers can perform
qualitative error analysis and understand the strength and limitations of the AI system..

Comment 5 It would be interesting to calculate the class activation map (CAM) from the CNN, as it
provides another way to show where the AI model pays attention. CAM tells which regions contribute
more to the final prediction. Comparing CAM with the saliency map used by the author will draw some
useful conclusions - which of these two technologies is more beneficial for understanding the presented AI model.

The saliency maps produced by our model are equivalent to CAMs in binary classification. In the paper
where CAM was proposed [11], the CAM Mc ∈ RH,W for a class c ∈ C is defined as (equation 2 in the paper):

Mc[x, y] =

K∑
k=1

wc
kh

c[x, y], (1)

where H, W , K denote the height, width, and number of channels of the feature map h produced by the last
convolution layer and w ∈ RK,|C| are learnable parameters. For visualization purpose, post-softmax CAMs
were often used :

M̃c[x, y] = softmax(Mc[x, y]) =
exp(Mc[x, y])∑

c′∈C exp(Mc′ [x, y])
. (2)

Similarly, in this manuscript, the saliency map is obtained by applying a 1 by 1 convolution with sigmoid
non-linearity on h:

A[x, y] = σ(

K∑
k=1

wkh[x, y]), (3)

where w ∈ RK is the learnable parameters in the kernel of the 1 by 1 convolution layer. The saliency maps
(equation 3) is equivalent to CAM (equation 2) under a binary classification formulation where the sigmoid
is used to replace softmax.

Comment 6 The saliency map given by the author is too few. It would be required to show more saliency
maps, preferably some more unusual saliency maps for human experts. For example, are the peritumor areas
useful for identifying breast cancer? Which imaging patterns are the most discriminative?

We followed the reviewer’s suggestion and added Supplementary Figure 2 to provide additional visualization
of saliency maps. We agree with the reviewer that a large-scale qualitative analysis of the saliency maps
could help us understand what the AI system learned exactly. We note that providing deeper insights on
differences between the AI and radiologists in interpreting US images requires a systematic study at a much
larger scale. We have already completed a related study on AI for screening mammography [4]. However, US
has different characteristics and would require conducting an analogous study, which is beyond the scope of
this paper. We acknowledged that in the discussion section.
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