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This article covers a vitally important topic in machine learning generally and specifically its application 

to healthcare and life science. The mismatching of attributes and properties in training and testing data 

is a significant issue. The authors raise these important issues and present some ideas and methods for 

how to address what they call 'dataset drift'. Figure 3 and the corresponding text are of interest and this 

should be emphasized more than it is currently. 

There are several areas where the paper can be improved and given the importance of the topic and 

target audience, I would strongly recommend the authors consider these changes. 

The authors present some examples of dataset drift and possible issues that arise, some from the 

literature and some from toy examples. I think this would have much stronger impact if a real dataset 

were used in the paper to demonstrate this. 

The authors refer to 'probability shift' to refer to the difference in populations sizes in the training and 

testing data, commonly referred to as class-imbalance. This is quite brief in the paper and constitutes 

one of the biggest issues in machine learning in life sciences and more emphasis should be devoted to 

this. Explicit refer to class-imbalance (and some references) is required here as there is a large area of 

research devoted to this. Moreover, the authors must be clear what are the disadvantages of training 

models on balanced data when the population is imbalanced, and how using training data that reflects 

the population (e.g. with impedance) and then using the proposed methods provide an advantage. 

Figure 6 could be extended to show this for example. The machine learning community often use 

balanced training data to avoid 'short cuts' to high accuracies and identify the features need to predict a 

label given the input. If you have an appropriate model that identifies robust features in training, then 

the low frequency of a class in the testing / real world data (e.g. rare disease) should not degreed 

performance. This may also apply to other characteristics / properties in the training data. 

Similarity, the authors have not discussed the notion of transforming the data distributions prior to 

application of a model, e.g. optimal transport. What are the benefits of the proposed methods over 

these? 

The authors state on Line 166 Training examples should not be selected to be homogeneous. This 

maybe conflating issues from each of the healthcare and ML domains and may not be a general 

recommendation for all problems, the authors should expand this discussion to justify this 

recommendation. 

The authors often refer to the f(x) as the biomarker, this is not correct. F(x) is the model and the 

biomarkers are the inputs x. The model finds a combination of these to differentiate the classes through 

f(x). This leads to data (i.e. biomarker) vs model considerations which are not discussed. That is, models 

will be sensitive to 'dataset shifts', but if biomarkers are robust then they should be invariant to such 



shifts (at least in theory) with a 'good' model. Additionally, you do not 'build biomarkers', the model 

identifies them in the data. 

Section 5 why has the precise definition and overview in the appendix? This section required more detail 

as it is currently conceptual only. Further details can be in the appendix, but more are required here.   

Some minor comments to the authors 

Section 2.1 you use lower case x and y but have not defined them (as individual instances in X and Y). 

one small sentence will suffice, you do this in line 89 but this should be earlier. You also use X and Y for 

the seen and unseen data on line 83. 

The first entice in section 2.2 line 111 does not read well and the citation doesn't relate to a statement 

clearly. Training performance only is not just an 'optimistic' estimate it is potentially meaningless due to 

what you are calling data shit and the fact that some ML methods (eg neural nets) can fit any arbitrary 

data and hence overfit. 

Fig 1 caption. Age is indicated by shade not colour. Healthy and disease are indicated by colour. Also I 

assume blue corresponds 'unhealthy' patients as this is not stated and needs to be. It seems that the 

RBF-SVM could be improved for the source data (for younger patients) 

Fig 2 the caption needs more information. what is the shade of the arrows representing? A gradient 

between younger and older? What to the arrows (and their width represent?) what is the joining arrow 

indicating? 

The text should refer to figures in order, currently it refers to figures 1,5,3 … and figure 2 is first referred 

in figure 1's caption. 

line 288-289 are not relevant to the rest of the paragraph. You have not mentioned anything to do with 

transfer learning. 

Figure 4 is unnecessary as this is described in the text clearly. 
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Are the methods appropriate to the aims of the study, are they well described, and are necessary 
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Conclusions 

Are the conclusions adequately supported by the data shown? Choose an item. 

Reporting Standards 
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