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Reviewer Comments to Author: 

This manuscript presents a didactic review which discusses the implications of dataset shift when 

designing and evaluating machine learning-based biomarkers. The review covers some basic machine 

learning concepts (empirical risk minimization, evaluation practices, etc), points out common 

misconceptions, characterizes different types of dataset shift, and discusses importance weighting as a 

potential solution to this problem. 

The paper is nicely written, didactic and clear. I feel it is also timely since currently many researchers 

who are not coming from the fields of statistics or machine learning are using such methods to analyze 

their own datasets and derive biomarkers for various pathologies. Overall, the manuscript is interesting 

but I think it would benefit from including a few more concrete examples, linking the theoretical 

concepts to applications in the context of biomarkers (see some of my comments below). 

I have some recommendations that may help to improve the quality of the paper: 

- One common source of dataset shift in the context of image-derived biomarkers is related to the 

equipment brand or configuration parameters used to capture such images (e.g. the MR or CT machine 

used to perform the studies). I would like the authors to discuss this fact and link it to the concepts 

introduced in the review. 

- To me, the target audience for this didactic review is mostly healthcare and biomedical researchers, 

who are using machine learning and data analysis tools to produce novel biomarkers. In that sense, I 

would not take for granted the fact that the audience is familiar with basic concepts like 'confounding' 

for example, which are used but not defined. Another important term which is used but not discussed is 

'fairness' (line 176). Since this is an educational review, I recommend the authors to devote a few lines 

to 

introduce such concepts and discuss them in the context of predictive models. 

- The thick arrows in Figure 2 are a bit confusing. What does the direction of the thick arrows indicate?. 

Also, g and h are not specified. The Figure just indicates "for some g,h". What do g and h represent? 

What is their actual form? 

- The authors focus on importance weighting as a tool to deal with dataset shift, and dedicate a 

complete appendix to its definition. However, as discussed in section 7, importance weighting needs a 

clear definition of the targeted population and access to a diverse dataset, which may not be the case in 

real scenarios. Since this review is related to biomarkers, I think it would be important to discuss a few 

more concrete and real scenarios (beyond the examples shown in the figures) where importance 

weighting could be used to mitigate dataset shift in the context of machine-learning based biomarkers. 

- As previously discussed, importance weighting is somehow limited in situations where we do not have 

a clear definition of the targeted population. In fact, the authors discuss in the Conclusions section 



alternative approaches that may be used when this is not possible  (e.g. distributionally robust 

optimization). Why not devoting a complete section to discuss alternative approaches useful in the 

absence of information about the target population? I am not sure if the Conclusions section is the right 

place to introduce them. 

- As far as I understand, all the examples provided in the manuscript are coming from synthetic data. I 

think for a didactic review like this one, and specially for a journal like Gigascience, it would be nice to 

provide a case study using real data, which reflects a dataset shift between source and target, that can 

be corrected using the discussed importance weighting strategy. It doesn't have to be a huge dataset, 

just a simple case with concrete features X and labels Y. Maybe using some public database of tabulated 

samples which illustrates a real scenario? 

General Note:  I think it is important to acknowledge the fact that I am coming from the computer vision 

and medical image computing community, not from statistics or causal analysis, and thus my comments 

in that regard may be limited. 

Minor comment: 

- Line 385: "Importance weighting needs a clear definition the targeted population". It should be 

"Importance weighting needs a clear definition of the targeted population". 
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