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1 Supplementary Tables

1.1 Heterogeneity on other spiking neuron hyperparameters

HomInit-StdTr τm and τs HetInit-HetTr τm and τs
Uth U0 Ur Uth U0 Ur

HomInit-StdTr 72.8±3.4 72.8±3.4 72.8±3.4 78.9±2.0 78.9±2.0 78.9±2.0
HetInit-StdTr 71.1±2.3 69.9±2.3 70.8±3.3 79.2±2.9 74.8±4.9 79.1±2.7
HomInit-HetTr 73.7±2.8 71.6±3.1 70.5±3.7 79.1±1.8 76.1±3.3 76.4±2.7
HetInit-HetTr 73.2±2.8 72.0±2.6 69.4±3.8 79.2±2.8 74.9±6.6 75.4±6.6

Supplementary Table 1: Performance comparison among different RSNN configurations on SHD testing set. The
configuration for τm and τs was used as specified in the top row. Initialisation and training schemes were applied
only for the parameter in its corresponding column
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2 Supplementary Figures

2.1 Membrane time constant distribution consistency across trials
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Supplementary Figure 1: Breakdown of membrane time constant distribution for each trial for consistency check-
ing on each dataset.
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2.2 Synaptic time constant distribution consistency across trials
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Supplementary Figure 2: Breakdown of synaptic time constant distribution for each trial for consistency checking
on each dataset.
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2.3 Confusion matrices DVS-gesture dataset

The classes correspond to

1. Hand clapping
2. Right hand wave
3. Left hand wave
4. Right arm clockwise
5. Right arm counter-clockwise
6. Left arm clockwise
7. Left arm counter-clockwise
8. Arm roll
9. Air drum

10. Air guitar
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Supplementary Figure 3: Full confusion matrix DVS dataset for each configuration
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2.4 Grid search of parameters
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Supplementary Figure 4: A. Grid search of of optimal membrane and synaptic time constants on the SHD dataset
for a single trial B. Grid search of of optimal membrane time constant for the SHD dataset given synaptic time
constant is 10ms for 10 trials. Result τsyn = 10ms, τmem = 20ms which is the same as those time constants used
in [1]

2.5 All trials Fashion-MNIST
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Supplementary Figure 5: All individual trials under all four configurations (total of 40). Note how a heteroge-
neous initialisation results in faster convergence consistently.
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2.6 Robustness under other time constant distributions
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Supplementary Figure 6: Left: Test accuracy with standard training and different heterogeneous initialisations
for both membrane and synaptic time constants Right: Probability distributions for the membrane time constants
(Homogeneous, Lognormal, Double (like homogeneous but 5% of the membrane and synaptic time constants are
100ms) and Gamma )
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2.7 Visualisation of temporal structure of DVS128 gesture dataset sam-
ples
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Supplementary Figure 7: A. Visualization of two samples of the DVS128 gesture dataset. Each frame spans a
5ms window with 200ms between frames. To distinguish these gestures we need to integrate over tens of mil-
liseconds. B. Confusion matrices of the DVS128 gesture dataset under the fully homogeneous (left) and fully
heterogeneous (right) configurations. Class 2 (Right hand wave) is often incorrectly classified as 4 (Right hand
clockwise) and 5 (Right hand counter clockwise) under the homogeneous configuration but not under the hetero-
geneous one.
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2.8 Membrane time constant distribution learned from different initiali-
sation
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Supplementary Figure 8: Membrane time constant distributions before (left) and after (right) training for SHD
dataset. Each row represents a different initialisation of the time constants.
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2.9 Synaptic time constant distribution learned from different initialisa-
tion

Or
ig

in
al

 (G
am

m
a)

Std Het
Training

Hom

Het

In
iti

al
isa

tio
n

Si
ng

le
 (1

00
m

s)
Ga

us
sia

n

0 20 40 60 80 100
Synaptic time constant (ms)

Un
ifo

rm

0 20 40 60 80 100
Synaptic time constant (ms)

Train

Supplementary Figure 9: Synaptic time constant distributions before (left) and after (right) training for SHD
dataset. Each row represents a different initialisation of the time constants.
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2.10 Membrane time constant fitted to Gamma and Log-normal distribu-
tions
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Supplementary Figure 10: Membrane time constant distributions before (left) and after (right) training for each
dataset. The dashed and the dotted line represents the fitted Gamma and Log-normal distribution respectively.
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2.11 Synaptic time constant fitted to Gamma and Log-normal distribu-
tions
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Supplementary Figure 11: Synaptic time constant distributions before (left) and after (right) training for each
dataset. The dashed and the dotted line represents the fitted Gamma and Log-normal distribution respectively.
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2.12 Experimentally observed time constant fitted to Gamma and Log-
normal distributions
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Supplementary Figure 12: Experimentally observed distributions of time constants for (left to right): mouse
cochlear nucleus, multiple cell types (172 cells)[2, 3]; mouse V1 layer 4, spiny (putatively excitatory) cells (164
cells)[4, 5]; human middle temporal gyrus, spiny cells (236 cells)[4, 5]. The dashed and the dotted line represents
the fitted Gamma and Log-normal distribution respectively.
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2.13 Performance on Augmented SHD dataset
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Supplementary Figure 13: Test accuracy on augmented SHD dataset consisting of channel compression and
channel index noise injection as described in [6], namely adding an spike jitter to the channels by adding a random
number u∼N (0, 20) rounded to the nearest integer to the neuron index of every input spike and then merging every
10 neighbouring input channels. Training took place on a homogeneous-training and homogeneous-initialisation
configuration (in blue) and on a heterogeneous-training homogeneous-initialisation configuration (in orange).
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