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Fig. 1. Architecture of the high-resolution generative network.

This supplementary document provides the implementation details of our
super-resolution reconstruction approach. As shown in Fig. 1, the generative
function fθ in Eq. (3) is realized by an encoder-decoder architecture, followed
by a convolutional layer that integrates the data from all channels into an image
with a single channel and a sigmoid layer that rescales the voxel intensities in the
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range of [0, 1]. The channels of the output data of each encoder and decoder block
are depicted in the corresponding boxes. Skip connections from the encoder to
the decoder, denoted by the arrows in Fig. 1, are leveraged and provide additional
4 channels of data concatenated to the decoder outputs.
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Fig. 2. Implementations of the blocks in the high-resolution generative network.

The high-resolution generative network contains 5 encoder blocks, 5 decoder
blocks, and 5 skip blocks. The implementation of each block is shown in Fig. 2.
A reflection padding strategy is utilized in all convolutional layers. The down-
sampling layers isotropically decimate the inputs by a factor of 2, while the up-
sampling layers interpolate the inputs by a factor of 2 using a trilinear method.

Fig. 3. Architecture of the blur kernel learning network.

The generative function gωj is implemented by a fully connected network,
as shown in Fig. 3. The network input is a one-dimensional Gaussian profile.
The dropout layers randomly zero some of the elements of the input data with
a probability of 25% using samples from a Bernoulli distribution.


