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Supplementary Text 

1. Statistical Analysis 

1.1 Experimental Error Analysis 

The experimental error for the concentration measurement at a given temperature can be determined from 

the standard deviation:  

𝜎[] = ට
ଵ

ேିଵ
 ∑ (ே

ୀଵ [𝐶] − [𝐶̅])ଶ                                                     [Eq. S1] 

where N is the number of data points, [Ci] is the experimental concentration, and [Cത] is the mean 

concentration for a given time point. To determine the corresponding error in the nondimensionalized 

concentration, [C]*, the error is propagated based on the method of first partial derivatives: 

𝜎[]∗ = ඨቀ
ఙ[]

[బ]
ቁ

ଶ
+ ൬

[] ∙ ఙ[బ]

[బ]మ ൰
ଶ

                                                   [Eq. S2] 

where 𝜎 represents the error associated with each measured quantity. This approach is used to determine 

the combined nondimensionalized error plotted in Figure 2. Error bars plotted on the nondimensionalized 

logarithmic plot (Figure 1B and 2A) were determined by propagating the error for the log base 10 of [C]* 

using the error determined from Eq. S2, shown here in Eq. S3: 

𝜎୪୭భబ[]∗ = logଵ 𝑒 ቀ
ఙ[]∗

[]∗ ቁ                                                   [Eq. S3] 

 

1.2 Identification of Outliers 

We nondimensionalized the experimental data from our work and prior work for SARS-CoV-2, SARS-

CoV-1, and MERS-CoV, and plotted the data against our universal model in Figure 2 in the main text. To 

identify outlier points that deviate from the universal model, we evaluate the residuals, ε, of each 

experimental data point by taking the difference between the experimentally determined y-value (i.e., 

log10[C]*) and the model y-value as shown in Eq. S4: 

𝑦 − 𝑦ௗ = 𝜀                                                           [Eq. S4] 

We determine the sum of squares for the error, SSE, using Eq. S5: 
 

∑ 𝜀ଶ
ୀଵ = 𝑆𝑆𝐸                                                           [Eq. S5]   

 
 



S-2 
 

which is used to determine the standard deviation of the residuals, σ, for each virus dataset: 
 

𝜎 = ට
ௌௌா

ିଶ
                                                                             [Eq. S6] 

 
Data points with residual magnitudes, |ε|, that are positive or greater than two times the standard deviation 

of the residuals, 2σ, are considered to be outlier data points (Illowsky and Dean, 2021). The two points 

indicated with arrows in Figure 2(B and D) have residuals greater than 2σ. Tables S1–4 show the values 

for the statistical parameters used to determine the outliers for each dataset in Figure 2. The outlier data 

points are bolded and labeled with an asterisk in the tables. 

    

2. Procedure to Determine Ea and ln(A) 

2.1. Data Visualization and Interpretation 

The experimental data are plotted according to the linearized rate law for a first-order reaction (Eq. S7) as 

shown in Figure S1. The magnitude of the slope of the best fit line corresponds to the rate constant, k, at a 

given temperature, T.  

𝑙𝑛
[]

[బ]
 =  −𝑘𝑡                                                              [Eq. S7] 

Each pair of (k, T) is plotted in Figure S2 according to the linearized Arrhenius equation (Eq. S8) and the 

values are tabulated in Table S5: 

ln(𝑘) =  −
ாೌ

ோ்
+ 𝑙𝑛 (𝐴)                                                       [Eq. S8] 

where R is the gas constant, Ea is the activation energy associated with inactivation for a given virus, and 

A is the frequency factor. The values of Ea and ln(A) for the SARS-CoV-2 virus can be determined by 

equating -Ea/R and ln(A) to the slope (Eq. S9) and intercept (Eq. S10) of the linear fit with the form of the 

linearized Arrhenius equation shown in Figure S2, respectively.  

 −
ாೌ

ோ×ଵర = 𝑠𝑙𝑜𝑝𝑒                                                            [Eq. S9] 

ln (𝐴) = 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡                                                       [Eq. S10] 

The linear correlation between Ea and ln(A) for the range of coronaviruses shown in Figure S3 indicates 

that they undergo a thermal denaturation process following the Meyer-Neldel rule (Qin et al., 2014; 

Wright, 2003), which arises from entropy-enthalpy compensation. The Ea and ln(A) for SARS-CoV-2 

determined in this work are plotted with the values for other coronaviruses determined in prior work; the 
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overlap indicates that the inactivation behavior is similar. The values of Ea and ln(A) for SARS-CoV-2 

and the percentage differences between the values determined in this work and in a prior data-driven 

study (Yap et al., 2020) are tabulated in Table S6. 

 

2.2. Inactivation Rate Model 

The rate law for a first-order reaction (Eq. S7) and the Arrhenius equation (Eq. S8) were combined by 

substituting the Arrhenius equation, rearranged in terms of rate constant, into the expression for the rate 

law. We rearranged to generate an analytical model for the thermal decontamination time as a function of 

temperature (Eq. 1 in the main text). 

 

2.3. Linearly-Scaled Experimental Data 

The experimental results are plotted with linear axes in Figure S4 to provide an additional view from 

which to compare the decrease in concentration of viable virions versus time at four different 

temperatures (as opposed to the log axes used in the main text Figure 1B).  

 

3. Procedure to Determine Relative Humidity at Elevated Temperatures 

Relative humidity (RH) is the ratio of actual water vapor pressure or vapor density, ρact, in the air 

compared to the saturated vapor pressure or vapor density, ρsat,T, at a given temperature. Because the 

relative humidity depends on temperature, as we heat the samples in a closed oven with a fixed volume of 

air, the relative humidity will decrease. Taking the initial conditions of the ambient air temperature to be 

25 °C and the relative humidity, RHinitial, 25 °C to be 50% (within our reported RH range), we can determine 

the actual water vapor density in the air using Eq. S11: 

 

𝑅𝐻௧,ଶହ℃ =
௧௨ ௩ ௗ௦௧௬,ఘೌ

ௌ௧௨௧ௗ ௩ ௗ௦௧௬ ௧ ଶହ℃,ఘೞೌ,మఱ ℃
                              [Eq. S11] 

 

Rearranging the terms to determine the ρact: 

𝜌௧ = 50% × 𝜌௦௧,ଶହ℃                                                       [Eq. S12] 
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The ρsat,T for a given temperature can be determined from fluid property tables for saturated water (Çengel 

and Boles, 2015). After the oven heats up to a given setpoint temperature, we can determine the new 

relative humidity in the oven at elevated temperatures (Eq. S13) using ρact determined from Eq. S12. 

𝑅𝐻௩,் =
ఘೌ

ௌ௧௨௧ௗ ௩ ௗ௦௧௬ ௧ ଶହ℃,ఘೞೌ,ళబ ℃
                          [Eq. S13] 

The values of the parameters and the estimated relative humidity at each oven setpoint temperature are 

tabulated in Table S7. The estimated relative humidity value at 70 °C is in close agreement with relative 

humidity measurements of air inside a heated electric cooker measured using a thermo-hygrometer at 100 

°C, which were reported as ~ 5% in prior work (Oh et al., 2020). 

 

4. Degradation of Meltblown Filter Layer 

Surgical masks were heated to elevated temperatures greater than those used for decontamination in our 

work, and SEM images were taken to illustrate the changes in physical morphology of heat-degraded 

meltblown filter layers. Prior work reported a decrease in filtration efficiency when heating the meltblown 

filter layer to 125 °C (Liao et al., 2020); using SEM imaging, we compare a sample heated to 125 °C (the 

reported temperature where degradation occurs) for 30 minutes in Figure S5A to an unheated sample in 

Figure 3B. We observe a change in the physical morphology due to relaxation of the crystalline structure 

as we increase the temperature close to the polymer’s melting point (Campos et al., 2020). The material 

used in the meltblown filter layer (i.e., polypropylene) has typical melting points ranging from 130 °C to 

170 °C. To further demonstrate the sensitivity of the meltblown layer morphology to high temperatures, 

we heated the filter layer to 150 °C (for 10 minutes), 155 °C (for 2 minutes), and 160 °C (for 2 minutes) 

and observed a significant change in the physical morphology and degradation of the filter layer (Figure 

S5B–D). This characterization method shows that typical dry heat decontamination temperatures (~160 

°C) are not suitable for decontaminating delicate PPE (Darmady et al., 1961).  

 

5. Transient Heating Period of Samples 

We characterized the experimental temperature profile of a mask sample as it heated up in the oven to 

determine whether the transient heating period represented a significant source of error. We placed a 

mask sample on a preheated plate following the same procedure used in all of the experiments, and we 

recorded the temperature of the mask over time. We determined that the sample heats up to the setpoint 

temperature in approximately 30 seconds. We show the experimentally measured temperature profile of 

the mask sample being heat treated at 70 °C in Figure S6. The time required for the mask temperature to 
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reach the setpoint temperature, 70 °C, is ~10 % of the total time required to achieve a 3-log reduction of 

SARS-CoV-2 (5 minutes), which is the shortest decontamination duration studied in our work. For longer 

decontamination times and at lower temperatures, the percentage of the total time for the transient heating 

period is smaller, and it does not represent a significant source of error in any of our experiments.  
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Supplementary Figures 

 

Figure S1. Primary data for inactivation of SARS-CoV-2 on surgical masks after converting the n-log 

reduction values from log base 10 to natural log. We fit a line according to Eq. S7 to the data to estimate 

the rate constants at 25 °C, 40 °C, 55 °C, and 70 °C. 
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Figure S2. From the primary data, the rate constant, k, for a given temperature was determined using a 

linear regression according to Eq. S8. The slope and intercept of the linear fit correspond to the activation 

energy, Ea, and frequency factor, ln(A), for SARS-CoV-2. 
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Figure S3. Thermal inactivation behavior of a range of coronaviruses, adapted from prior work (Yap et 

al., 2020) that applied a data-driven approach. The frequency factor, ln(A), is plotted against the activation 

energy, Ea, according to the Arrhenius equation; the linear relationship indicates protein denaturation. The 

Ea and ln(A) determined in this work (indicated by the arrow) are similar to the values determined in prior 

work for SARS-CoV-2 on a range of fomites. 
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Figure S4. Experimental results obtained at 25 °C, 40 °C, 55 °C, and 70 °C show that the inactivation 

timescale for decontamination of SARS-CoV-2 on PPE spans more than three orders of magnitude (i.e., 

from less than 5 minutes to nearly 100 hours for a 3-log reduction corresponding to effective 

decontamination). 
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Figure S5. SEM images of the meltblown filter layer after dry heat treatment at (A) 125 °C for 30 

minutes, (B) 150 °C for 10 minutes, (C) 155 °C for 2 minutes, and (D) 160 °C for 2 minutes.  
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Figure S6. Temperature profile of a mask sample heated to 70 °C. The actual temperature in the oven 

dipped below the setpoint when the door of the oven was opened to load the sample, but the temperature 

quickly returned to the setpoint temperature after the door was closed. The mask sample temperature 

increased from room temperature initially (time = 0 min) to the oven setpoint in less than one minute.  
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Table S1. Statistical parameters used in determining the outliers for SARS-CoV-2 inactivation in this 
work. 
 

T(°C) t* log(C*)exp. ε = log(C*)exp  – log(C*)model
 ε2 | ε | – 2σ  

25 0 0 0.000 0.000 -0.445 
25 0.708 - 0.737 -0.028 0.001 -0.417 
25 1.417 - 1.420 -0.003 0.000 -0.441 
25 2.125 - 1.800 0.325 0.106 -0.120 
25 2.834 - 2.886 -0.052 0.003 -0.393 
40 0 0 0.000 0.000 -0.445 
40 0.434 - 0.146 0.288 0.083 -0.157 
40 0.868 - 0.863 0.005 0.000 -0.440 
40 1.302 -1.158 0.144 0.021 -0.301 
40 1.736 -1.499 0.237 0.056 -0.208 
55 0 0 0.000 0.000 -0.445 
55 0.416 -0.125 0.291 0.085 -0.154 
55 0.832 -0.446 0.386 0.149 -0.059 
55 1.663 -1.416 0.247 0.061 -0.198 
55 2.500 -2.699 -0.204 0.042 -0.241 
70 0 0 0.000 0.000 -0.445 
70 0.772 -0.824 -0.051 0.003 -0.393 
70 1.545 -1.909 -0.364 0.132 -0.081 
70 2.317 -2 0.317 0.101 -0.127 

    SSE = 0.841 σ = 0.222 
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Table S2. Statistical parameters used in determining the outliers for SARS-CoV-2 inactivation in prior 
work (Chin et al., 2020; van Doremalen et al., 2020). 
 

T(°C) t* log(C*)exp. ε = log(C*)exp  – log(C*)model
 ε2 | ε | – 2σ  

20 0 0 0 0 -1.241 
20 0.022 -0.420 -0.398 0.159 -0.843 
20 0.087 -0.440 -0.353 0.124 -0.888 
20 0.174 -0.590 -0.416 0.173 -0.825 
20 0.523 -1.110 -0.587 0.344 -0.654 
20 1.047 -2.330 -1.283 1.647 0.043* 
22 0 0 0 0 -1.241 
22 0.008 -0.030 -0.022 0.000 -1.219 
22 0.050 -0.670 -0.620 0.384 -0.621 
22 0.100 -0.810 -0.710 0.504 -0.531 
22 0.400 -1.050 -0.650 0.422 -0.591 
22 0.801 -1.580 -0.779 0.607 -0.462 
22 1.602 -2.070 -0.468 0.219 -0.773 
22 2.803 -2.990 -0.187 0.035 -1.054 

    SSE = 4.619 σ = 0.620 
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Table S3. Statistical parameters used in determining the outliers for SARS-CoV-1 inactivation in prior 
work (Darnell and Taylor, 2006; van Doremalen et al., 2020). 
 

T(°C) t* log(C*)exp. ε = log(C*)exp  – log(C*)model
 ε2 | ε | – 2σ  

22 0 0 0 0 -0.545 
22 0.051 -0.390 -0.339 0.115 -0.206 
22 0.203 -0.320 -0.117 0.014 -0.429 
22 0.407 -0.760 -0.353 0.125 -0.192 
22 1.220 -1.480 -0.260 0.068 -0.285 
22 2.440 -2.540 -0.100 0.010 -0.445 
56 0 0 0 0 -0.545 
56 3.462 -3.959 -0.497 0.247 -0.049 
65 0 0 0.000 0 -0.545 
65 1.336 -1.205 0.131 0.017 -0.414 

    SSE = 0.595 σ = 0.273 
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Table S4. Statistical parameters used in determining the outliers for MERS-CoV inactivation in this work 
(Leclercq et al., 2014; van Doremalen et al., 2013). 
 

T(°C) t* log(C*)exp. ε = log(C*)exp  – log(C*)model
 ε2 | ε | – 2σ  

20 0.000 0.000 0.000 0.000 -1.311 
20 0.010 0.132 0.142 0.020 -1.169 
20 0.029 -0.538 -0.509 0.259 -0.802 
20 0.235 -0.560 -0.325 0.105 -0.986 
20 0.471 -1.021 -0.551 0.303 -0.760 
20 1.412 -1.416 -0.004 0.000 -1.307 
20 2.824 -4.326 -1.502 2.256 0.191* 
20 4.236 -4.714 -0.478 0.229 -0.833 
56 0.000 0.000 0.000 0.000 -1.311 
56 0.214 -0.090 0.124 0.015 -1.186 
56 0.214 0.580 0.794 0.631 -0.516 
56 0.214 -0.920 -0.706 0.498 -0.605 
65 0.000 0.000 0.000 0.000 -1.311 
65 0.801 -0.920 -0.119 0.014 -1.192 
65 0.801 -1.920 -1.119 1.252 -0.192 

    SSE = 5.582 σ = 0.655 
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Table S5. The rate constant, k, at each experimental temperature determined from Figure S1 and plotted 
in Figure S2. 
 

Temperature [°C] 1/T •104 [104/K] k [1/min] ln(k)  
25 33.56 0.0011 - 6.812 

40 31.95 0.0154 - 4.173 

55 30.49 0.2122 -1.550 

70 29.15 1.6314 0.489 
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Table S6. The frequency factor, ln(A), and activation energy, Ea, for SARS-CoV-2 determined from the 

present experimental work and from a data-driven approach used in prior work (Yap et al., 2020). 

 Frequency factor, ln(A) [1/min] Activation energy, Ea [kJ/mol] 

Present work 49.3 139.1 

Prior data-driven approach 

(Yap et al., 2020) 
48.6 135.7 

Percent difference (%) 1.46 2.48 
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Table S7. Values used to estimate the relative humidity at different oven setpoint temperatures. 
 

T (°C) ρsat. T  (kg/m3) RH (%). 

25 0.0231 50 

40 0.0512 23 

55 0.1045 11 

70 0.1984 6 
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