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Supplementary Figure 1: Free energy for an RNA virus approaching an ethanol-water interface. (a)
Approach curve showing the increase in electrostatic free energy (or self-energy) Felec(2¢) as a function of distance
to the interface, for two media with e€2/€; = 0.3125 and k2/k1 = 0.05. This is a typical situation for an interface
between two media with different and finite Debye lengths (which is different to the case of an air-water interface
where k2 = 0); the parameter values are relevant for an ethanol-water interface (see text). (b) Plot of the total
(electrostatic plus Pickering) free energy change, AF(k1zc) = F(Kk12c) — F(k12c — —00), as a virion approaches
the interface modelled in (a) (assuming a surface tension of v = 1.5 mN/m as in Fig. 3 of the main text).
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virion as a function of distance to the interface, z., for (a) an air-water interface (parameters as in Fig. 2 of the
main text) and (b1) an ethanol-water interface (parameters as in Fig. S1). To express the value of the force in pN,
we considered k]~ = 1 nm.

Supplementary Figure 2: Electrostatic force curves. Plot of the electrostatic force f(z.) = —Lzlec, felt by a
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Supplementary Figure 3: Phase diagram found by our scaling theory. Phase diagram showing the fate of a
viral particle approaching an interface between a physiological aqueous medium and another medium with variable
electrostatic parameters, found by using our scaling theory. The heatmap shows the value of the adsorption free
energy, Eq. (526), in units of kgT. The dashed line shows the line where the adsorption free energy is zero
(equivalently z; = —R). The phase diagram in the Figure corresponds to ¢* = 11, k1 = 1 nm™!, § = 2.5 nm,

€1 = 80¢p, ¥ = 1.5 mN/m.



Supplementary Note 1: Poisson-Boltzmann numerics

In the main text we show numerical solutions of the non-linear Poisson-Boltzmann
(PB) equation for an RNA virion close to an interface between two media, charac-
terised by different values of the dielectric constant and Debye length. The problem
has cylindrical symmetry, and we call z the position along the axis perpendicular
to the interface (z = 0 denotes the interface plane), and r the distance to the centre
of the viral particles in the plane parallel to the interface. In this geometry, the
PB equation for monovalent salt electrolytes is,

V. (e(r, z)VqE) — e(r, 2)K*(r, z) sinh(¢) = —p(r, 2) (S1)

where ¢ = ]f;—q} is the dimensionless electrostatic potential, and p = ,Zg—’;,. To

model an RNA virus, we considered a charge distribution ,0(7:, z) consisting of two
concentric charged shells: an interior negatively charged shell (representing RNA)
and an exterior positively charged one (representing the viral capsid, see Fig. 1 in
the main text). The explicit functional form for p(r, z) we considered is

5(r,2) = po |:€fa(FfR75)2 _ emalF-R+0?| (52)

where 7 = /12 + (2 — 2.)?, R is the capsid radius, 20 is the distance between the
two charged shells, while a controls the width of each shell. As mentioned in the
main text, € and x vary in medium I, II, and III (the capsid interior, see Fig. 1
in the main text); their values are respectively called €; and ; (in medium I), €,
and ko (in medium II), €5 and x3 (in medium IIT). In our numerical calculations we
chose ¢, = 80¢q (with ¢ the dielectric permittivity of vacuum) and x; = 1 nm™!
to model the aqueous phase containing the virion, €3 = ¢; , and kK3 = k; to model
the virus interior (which we assumed to be the same as medium I), whereas we
varied ko and €5. The case of an air-water interface corresponds to ko = 0 and
€2 = ¢ (Fig. 2 of the main text), whereas in Fig. 3 of the main text we varied
ko between 0 and 0.3k and ey between 0.1e; and 0.3¢; to model a liquid-liquid
interface. The self-energy as a function of distance to the interface for a liquid-
liquid interface with €;/e; = 0.3125 and ky/k; = 0.05 is shown in Fig. 1, together
with the total change in free energy (including the Pickering contribution): this case
is relevant for the situation where medium II is an alcohol rub rich in ethanol (we
refer to the corresponding interface as an ethanol-water interface for simplicity).
The electrostatic forces opposing adsorption, for both an air-water and an ethanol-
water interface, are given in Suppl. Fig. 2.

In our numerical calculations we set k; = ¢ = 1, R = 20, § = 2.5, pp = 0.5,
a = 1. Because ¢ is given in units of kgT/ey as the potential in Eq. (S1) has
been made dimensionless, it follows that charge densities in Eq. (S1) are measured
in units of kgTe;r?/eg. With these choices, a free energy simulation unit equals

(kgT)?e1/(e2ky).



To solve Eq. (S1), we used a finite difference scheme in cylindrical coordinates,
with a 400 x 600 grid, and a spatial discretisation of Az = 0.5 along both r and
z. We used a relaxation algorithm, introducing a time derivative so that Eq. (S1)
is solved in steady state. The time step in the relaxation algorithm was chosen to
be At = 0.15A2?%, which is small enough for the algorithm to converge, yet large
enough to not compromise computational efficiency.

To compute the electrostatic self free energy of the system, we start from the
observation that it can be written as

(Vo) + po + e’ (kB—T)Q <1 — cosh(é)) (S3)
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‘/T_‘elec(zc> = /dr

€
2

where [ dr denotes integration over the whole simulation domain. That this for-
mula is the appropriate one can be shown by noting that when minimising Eq. (S3)
with respect to ¢ — i.e., when setting the functional derivative of Eq. (S3) equal to 0
— we obtain Eq. (S1). Note that we have added a term independent of ¢ to Fejec(2c)
such that this quantity is 0 when ¢ = 0. If we integrate by part the —3 (V¢)2 term
in the integral in Eq. (S3), neglect the surface contribution (as ¢ = 0 at the bound-
aries) and use Eq. (S1), we find that the electrostatic self energy can also be written
as follows,

Fetec(2e) = / dr . (S4)
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Eq. (S4) is equal to Eq. (2) in the main text. Note that in the Debye-Hiickel
linearised approximation, the electrostatic free energy is simply given by

felec(zc) = %/drp¢ (85)

Supplementary Note 2: Self-energy calculations

We now analyse the idealised case of systems made up by infinitesimally thin shells,
and compute their self-energy in the Debye-Hiickel approximation, which provides
a useful baseline framework to interpret the results found by simulating the non-
linear Poisson-Boltzmann equation.

Self-energies of single-shell systems

It is useful to start with a single-shell system, which models an empty viral capsid.
For a single shell of radius R, infinitesimal thickness, and surface charge density
o, the three-dimensional charge density entering the Poisson-Boltzmann equation
can be simply written as

p(r) =od(r — R), (S6)

where é here denotes the Dirac delta function.



Let us first analyse the case of kK = 0 (no screening), which can be done by using
standard electrostatics. We call € the dielectric constant of the medium. In this
case, the potential for » < R needs to be a constant, as the electric field is 0 — since
there are no charges inside the shell. For » > R, the potential must be the same
of that of a point charge with charge Q = 4roR? (the total charge of the shell).
Imposing continuity at » = R, we fix the constant and obtain that the electrostatic
potential is given by

= <
4r) = 2= TR (57)
. Q
o(r) = - r > R.
As a consequence the self-energy for k = 0 is
1 210 R3
Felec = §Q¢(R) = c . (88)

Therefore for k = 0 the self-energy of a single shell scales as R3.

Let us now turn to the case of a shell in a medium where there are mobile charges
and electrostatic screening, x # 0. One way to obtain the electrostatic potential
in the Debye-Hiickel approximation is to solve the linearised Poisson-Boltzmann
equation for a charged shell,

V¢ — k*¢p = —0d(r — R)/e. (S9)
The general solution of Eq. (S9) for r # R is

cosh (kr) N Bsinh (k1) _ A—DBe™"r n A+ Be™
r r 2 r 2 r

o(r) = A

(S10)

For r < R, we need A = 0 for the solution to be well behaved as r — 0 (where
there is no singularity, as there is no point charge, or ¢ function in the charge
density). For r > R, we need A+ B = 0 as the potential needs to go to 0 as
r — oo. Integrating Eq. (S9) over a thin shell around r = R gives the discontinuity
in d¢/dr (which is minus the electric field) at r = R as

dg de . Q
(%>7ﬂ—>R+ - (%>T—>R a _47T6R2‘ (Sll)

This condition together with continuity at » = R fixes the values of the constants
so that the potential for » > R is given by

_ Qsinh (kR)e™""
or) = Amer Rr ’

which may be viewed as the screened potential of a single point particle with charge
@sinh (kR)/(kR). The self-energy of the system is

(S12)

2102 R?
ex(1 + cotanh(kR))’

felec - %QQS(R) = (S]-S)



as found in [1, 2]. For kR > 1, which is relevant for viral capsid shells, the scaling
therefore changes from ~ R* to ~ R?/k.

Self-energies of concentric shell systems

In our cases the RNA virion is approximated by two concentric shells, of radius
R — 0 and R + 9, and with charges —o and o, representing the RNA and viral
capsid respectively. Now the three-dimensional charge density entering the Poisson-
Boltzmann equation is

p(ry=c[é(r—R—06)—d(r—R+9)]. (S14)
We call Q = 4710 R? and Q5 = 470 R3 the total charge of the inner and outer shell

respectively.

Again, we consider the cases with kK = 0 and k # 0 separately, in analogy with the
single-shell section.

For k = 0, reasoning analogous to that in the previous section leads to the following
ansatz for ¢,

o(r) = A r< R (S15)
gb(?“) = B+C/T Ry <r<Rs
¢(r) = Dfr r> Ry,

with A, B, C' and D constants to be determined. Due to Gauss law (equivalently,
by integrating the Poisson equation over spheres with radius just above R; and
just above Ry), we find C' = % and D = %. Requiring continuity at r = R,
and r = Ry fixes the remaining constants, yielding the following solution

Q2 o
= — <
o(r) dmeRy  4meR; rs (S16)
Q@
(b(r) B dmer + dre Ry Ry <r< R
Q=
(b(T) - 47T6T_ r> RQ.

The self-energy of two concentric shells with opposite surface charge density is
therefore given by:

Faw = 3 [-Qio(0) + Qub(Ro) (517)
- 2 (22, 000:-0)
 8me \ R, R 8meRy
4rdo?

— [—(R—6)>+2R(R+19)].
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From the last line of Eq. (S17), it can be seen that, if § < R, then the self-energy
of the two-shell system scales as ~ R2§, which is different from the ~ R? scaling
of the single-shell system found previously. The same calculations can be repeated
for arbitrary charges in the two shells, and it is interesting that in the limit of
0 < R the scaling remains the same if the charge densities in the two shells are
tuned such that (); = ()2 — in this case the expression for the self-energy simplifies
as the second term in the second line of Eq. (S17) vanishes.

Let us now consider the case with screening, x # 0. In each of the three regions
r < Ry, Ry <1 < Ry, r > Ry, the general solution is of the form given in Eq. (S10).
As in the single shell calculation, the solution is proportional to “nhrﬂ for r < Ry

e— kT

and to “— for 7 > Ry, due to the boundary conditions at r = 0 and r — oo. By
integrating over infinitesimally small shells around » = R; and r = Ry we obtain
the conditions for the discontinuities of %,

de de _ @
<%)7’—>R1+ - (%) r—R a 47T6R% (818)

d¢ _ (% __ @
dr/, _pt dr /. p 4meR3

Together with the continuity of ¢ at r = R; and r = Rs, these two conditions are
sufficient to fix all remaining constants. The resulting potential for the two-shell
system in the screened medium is

Qe Qe "\ sinh (kr)
_ B <R, (S19
o(r) ( 4mexk Ro drreR, r r< R (S19)
B —KkR2 inh inh
o(r) = Qe N ()1 sinh (kR;y) ]| sinh (kr)
| 4mer Ry drerk Ry r
_ Qusinh (kRy) cosh (kr) R <r<R,
dmex Ry r
[@Qasinh (kRy)  Qqsinh (kRy)] e ™"
_ _ Rs.
o(r) | 4mer Ry dmer Ry r re

It is interesting to note that the potential for » > Ry is non-zero even if (); = )5 in
a medium with screening (i.e. k # 0). In other words, the effective charge is a non-
trivial combination of bare charges, screening length and geometric parameters.
From Eq. (S19), the self-energy is found to be

Qe "M sinh (kRy)  Q3e "™ sinh (kRy)

elec — 2
Fe 8rer R * 8rerR3 (520)
B Q1Qqe "2 sinh (kRy)
Arern R R '

In the limit kR > 1, /R < 1, which is the relevant one for RNA virions, we
obtain

2 P2
Fuee ~ 221 (1—e29). (S21)

ER



It should be noted that Eq. (S21) has a well defined limit for k — 0, which coin-
cides, as it should, with the limit of Eq. (S17) for 6/R < 1.

Supplementary Note 3: Scaling theory for an RN A virion at an interface

We can start from Eq. (S21) to build a simple scaling theory for the free energy of
an RNA virion at an interface between two media with different values of k and e,
valid for kR > 1 and §/R < 1. We begin by noting that Eq. (S21) can be written
as a contribution proportional to the virion surface embedded in the medium, S,
as o
9 —2k6

]:elec ~ ﬂ (1 € ) , (822)
which gives an expression for the electrostatic free energy per unit area, Fejec/S.
When the virion is at the interface, Fig. 1 in the main text, there are two spherical
caps, one in each medium and with surface areas S;(z.) = 2rR(R—z.) and Sy(z.) =
4t R? — Si(z.) for |2.] < R, with 2. the interfacial height. We approximate the
electrostatic free energy as the sum of the contribution of the two surfaces:

510'2 520'2

Felec 1—e 20 1—e 2 523
: 261/‘\71 ( ) + 262/12 ( ) ( )
1— —2Kk10 1— —2K20 1— —2K20 1— —2K10
= wo’R? ( ¢ + ¢ > + 10*Rz. ( ¢ — ¢ ) )
€1K1 [1a%)] €aK9 €1KR1

If we estimate the total free energy of an RNA virion close to an interface as
F(2¢) = Feree(2e) + Fpick(zc), with Fpic the Pickering contribution discussed in the
main text, and explicitly given by

fPick(Zc) - _WV(RQ - Zg)u |26’ < R <824)
FPick(zc) = 07 ‘Zc‘ > R7

with v the surface tension between the two media, then the minimum of F is
obtained with 2z, = 2}, with

O'2R <1 _ 672/@5 1— 62n16)
zr = — .

27y €9K9 €1K1

(S25)

Consequently, the adsorption free energy is found through the following equation

AF  Flze=2}) — Flze = —00)
TR TR? (526)

9 1 . 6_2H26 1 _ 6—2515
= o’ J— P ,y
(SH1a%] €1KR1

_ _ 2
0,4 1—e 2Kk20 1—e 2Kk10
€2R2 €1Rk1 ’




Suppl. Fig. 3 shows the phase diagram found for a viral particle close to an in-
terface between two media, found by our scaling theory (see caption for param-
eter list). The region above the dashed line in Suppl. Fig. 3 corresponds to the
adsorbed phase, the one below to the internal phase. The phase diagram is semi-
quantitatively similar to the one shown in the main text found by PB numerics,
which, unlike this approximate treatment, capture non-linear electrostatics.

Our simulations and theory can be generalised for charge distributions other than
the two-shell system modelling an RNA virus. Potentially interesting cases include
that of a single charged shell, which models an empty viral capsid, or of a uniform
charged sphere, which models the DNA spool inside a bacteriophage. Another
relevant case is that where the RNA is not arranged in a uniform layer close to the
capsid wall, which corresponds more closely to the case of enveloped viruses [3].
In all these cases, we expect electrostatic interactions at the interface will still be
important, although there will be quantitative differences. For instance, in the air
phase, the self-energy scales as R? for a single charged shell [see Eq. (S8)] and R® for
a uniform charge distribution, rather than R? for the two-shell system representing
an RNA virion. While these calculations suggest that these charge distribution
will lead to quantitatively different results, such scalings are not directly relevant
to our case, as medium III is still likely to be fully aqueous when the virion is at
the interface: this will require a modification of our analytical equations.
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