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Background & Introduction

Federated learning came into being with the increasing concern
of privacy security of traditional deep learning.

* Nevertheless, though existing federated learning applications are
diverse and successful, it still faces many challenges.
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Main Contributions

* We discussed five challenges * We pointed out three

that future federated learning promising future directions of
systems worth to be focused federated learning:
on: - Privacy and security protection
- Communication cost - Incentive mechanism for
- Systems heterogeneity federated learning
- Statistical heterogeneity - Personalized federated learning

- Privacy concern
- Other vulnerabillities



