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SUPPLEMENTAL MATERIAL  

 
Algorithm 1: Pseudo code for the preprocessing the data. 

 
  



Algorithm 2: Pseudo code for the training algorithm.

 

  



Algorithm 3: Pseudo code for computing the training loss function.

  

  



Algorithm 4: Pseudo code for the evaluating the model.  

 
 

  



 

 
 

 

 
 

Figure S1: Studying the distribution of missing data over the (a) shows the histogram of the patient count 

with number of missing input features (NOTE: the patients with less than 4 features are already removed) (b) 

shows the distribution of the patients with missing input features by different severity levels. 
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Figure S2: Studying the impact of the missing data on the model (a) shows the performance of the 10-marker 

deep profiler on a subset of 300 patients in the testing data for which all the 10 measurements were available 

within first 24 hours of admission. Out of 300 patients, number of patients with severity >=1, >=2, >=3, >=4 is 

244, 64, 45 and 36 respectively (b) shows the UMAP visualization of the same 300 patients on the deep 

profiler latent space for first model in the ensemble. 
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Figure S3: Feature importance of the machine learning models (a) XGBoost (b) Random Forest Regression. 
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