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Cortical state dynamics and selective attention define the 

spatial pattern of correlated variability in neocortex



REVIEWER COMMENTS 

Reviewer #1 (Remarks to the Author): 

Shi et al provide a theoretical framework that accounts for both the spatial and attentional 

modulation of noise correlations. The theoretical idea that on-off dynamics is at the core of the 

phenomenon is novel, and follows some previous work on the authors by extending it in new ways. 

The result that noise correlations decrease with distance is well known, but its explanation based 

on the coupling between nearby columns following somehow independent on-off dynamics is 

interesting. The authors make strong claims regarding that changes in correlations due to 

attention are stronger at intermediate distances, but in my opinion this is not clearly supported by 

the data presented (see below). Overall, I think that the paper provides relevant results and can 

be suitable for publication provided that the authors address the main comments below: 

Major: 

-“In the deep layers, the attentional effects on noise correlations were reversed from that in 

outcome of the test is that the slope is not significantly positive, if I understand well. Thus, there is 

no strong evidence in favor that there the changes in correlations with attention increase with 

distance. However, the authors state in the abstract and several other places that there is an 

effect. I think that the authors should tone down this result and maybe clearly state that there is a 

borderline statistical effect, but that there is no strong evidence in favor of an increase of changes 

of correlations with distance. 

-A further discussion between the connection with information-limiting correlations can be useful 

based on the observation that correlations depend on Delta_r_i*Delta_r_j, which pretty much 

resembles differential correlations in Moreno-Bote et al 2014 and their coarse version in Nogueira 

et al, J of Neurosc., 2020. In particular, noise correlations in the direction of the tuning harm 

information, but not if they are not aligned with tuning. Thus, a discussion about whether the 

changes in correlations due to attention can change or modify their alignment with tuning will be 

relevant to understand the possible effects of attention on coding. 

-How is the model comparison between a single and two-phases HHM performed? Are the 

explained variances in Fig. 1c cross-validated? It would be interesting to compare the single and 

two-phases HHMs by showing which of the two models account best for cross-validated explained 

variance –that is, employing data not used in the fit of the model. 

-“Whereas all neurons represented by a single unit in the network follow the same shared 

sequence of On-Off phases, neurons represented by different units follow their respective On-Off 

sequences.” Can this be illustrated with some spike rasters? It seems like a central prediction, but 

beyond the decrease of correlations, not further data is presented 

Minor: 

-The model assumes that attention introduces an external excitatory input to the column, but 

there is not discussion about the validity or realism of this assumption. 

-It would be relevant to show distributions of on and off durations as supplementary material 

-The increase of on-durations with attention could be presented as a supplementary figure 

-Fig. 3b would be better represented as correlation_ij vs Delta_r_i*Delta_r_j in the form of a 

scatter plot 

-“Despite substantial changes in many pairs, the average change in noise correlations within 

columns is near zero (Fig. 1b)…” Fig. 1b does not seem to show the distribution of correlations, 

which could be shown as a SI figure. 

Reviewer #2 (Remarks to the Author): 

Review of NCOMMS-20-47313-T : Cortical state dynamics and selective attention define the spatial 

pattern of correlated variability in neocortex by Shi et al. 



The goal is of this paper is to understand how spatial attention shapes spatial patterns of noise 

correlation in this sensory area. To this end, it combines analysis of extracellular recordings in area 

V4 in monkey performing a spatial attention task with modeling and theory. 

The recordings show that the cortical network undergoes random transitions between states of low 

activity (off-state) and states of high-activity (on-state) with transition interval durations 

exponentially distributed. The key conclusion of the paper is that the On-Off dynamics are a 

dominant source of noise correlation in the visual cortex. These dynamics can predict the 

magnitude of these correlations, their lateral spatial dependance as well as their modulation by 

attention. This is explained theoretically in a minimal network model of V4 comprising bistable 

units. 

The model makes a testable prediction that the largest changes of noise correlations driven by 

attention occur at intermediate lateral distances. The authors report experimental data which 

suggest that this is the case in upper layer in V4. 

In conclusion, the authors argue that the reported attentional driven reduction of noise 

correlations may be a major contributor to the improved psychophysical performance during 

attention. 

General: 

Overall, this paper is very interesting. The theoretical model is elegant by its simplicity and by the 

possibility to reduce it to a network of interacting binary elements amenable to analytical 

treatment. The mathematical analysis of the reduced model is nice and the comparison of the 

results with the data very instructive. 

Specific comments: 

I suggest to the authors to take into account the following issues and comments. 

1) The description of the experiments: 

The experimental protocol is briefly described in the first section of the Results and with more 

detail in the section “Behavior and electrophysiology” in the Methods. The protocol is identical to 

the one in Ref. 22. Adding in the text or in the supplementary information a figure similar to Fig. 1 

B & D of the latter paper will be useful to the reader. 

2) On-Off dynamics (spikes) & Up-Down states (voltage): 

I think that the “general reader” will be interested in learning a bit about the connection between 

the on/off and up/down transitions as well as on the experimental conditions (e.g. anesthetized or 

awake) under which they are observed experimentally. 

3) Mechanism of on/off dynamics: 

In the theoretical model developed here the on/off dynamics stem from a bi-stability of the local 

cortical network dynamics. Theoretical neuroscientist, especially those with a physics background, 

will be interested by a short discussion about the mechanisms of on/off dynamics proposed in 

previous works. 

4) Noise in the model: 

The noise is introduced in the model via the dynamical equation of the adaptation variable and not 

in the equation satisfied by the activity variable. As a result, the noise can drive the on/off 

transitions in the limit epsilon->0. 

What will happen if the dynamics of the activity and of the adaptation have comparable time 

constant? Can on/off transitions be driven by the noise if it is introduced only in the dynamics of 



the activity? 

5)Page 2: The author writes “We hypothesized that heterogeneous changes in noise correlations 

arise from the modulation On-Off dynamics propagating through spatially structured cortical 

connectivity” and in Page 3 they write “The key mechanism in our model is On-Off dynamics that 

propagate across columns to form spatiotemporal population activity which shapes the structure of 

noise correlations. Cortical activity propagates laterally as traveling waves across different brain 

states and behavioral conditions and wave-like propagation of spontaneous activity fluctuations is 

observed in the visual cortex of awake, behaving primates.” 

In the full-model studied here the noise correlations decrease exponentially with distance. Why do 

the authors think that there experimental and modeling results stem from the propagation of 

waves of neuronal activity? I think that this in fact not correct (think for instance about the Ising 

model). 

6)Page 4-5, section “Attentional modulation of noise correlations within columns” 

The last paragraph of this section deals with noise correlation between columns. It seems to be 

misplaced. 

7)The model: 

-The network which is simulated and analytically studied has only one layer. Why including a 

second layer in its description (text and Fig. 2a)? 

-The neurons within one cortical column are not explicitly modeled. Therefore, an implicit 

assumption of the model is that the noise which induces the transitions between on/off states is 

correlated on a scale of the order of the size of a column. If I am correct, this should be mentioned 

and justified. If I am wrong, this should be clarified. 

-The reduced model has some resemblance with a 2-D Ising model. I suggest to include a brief 

discussion about that as well as about the differences/similarities in their “physics”. This will be 

interesting to the general physicist reader. 

-The mathematical analysis of the reduced model is performed in the continuum limit. In statistical 

mechanics, taking this limit is valid only near criticality where the correlation length diverges. To 

what extent the continuum limit can be justified in the present model? 

8)Page 9: “This analytical result agrees well with simulations of the full dynamical-system network 

model (Fig. 4d)” 

The analytics and the simulations give very different results for d=0. What is the origin of this 

discrepancy? 

9)Page 10: “In simulations, excitatory attentional inputs produce a faster decay of noise 

correlations with lateral distance, which corresponds to a shorter correlation length (Latt < Lctl, 

Fig. 5c). Due to this faster spatial decay, noise correlations at intermediate lateral distances (finite 

d > 0) are considerably lower in attention relative to control condition, even though changes of 

noise-correlations within columns (d = 0) are small.” 

In Fig. 5c, the red and black data points and curves are very close to each other. I do not 

understand why the author says this figure shows that there is a “faster decay of noise correlations 

with distance and “considerably lower” noise correlations at intermediate distances, unless d is 

normalized to L. If this is the case this should be mentioned. 

It would be nice to add a panel which compares the dependance of L with Iatt in the simulation 

with the analytical prediction. 

10)Page 11, bottom and Fig. 6d,e: 



The authors say: “Changes of noise correlations were smallest at very short lateral distances and 

became progressively larger at longer distances, with opposite trends in the superficial and deep 

layers (Fig. 6d,e).” I do not see such an effect in Fig. 6d,e. Please clarify. 

11)Page 13: “The model accurately captures attention-related changes of noise correlations in our 

data.” I think that saying “accurately” is too optimistic. I suggest “qualitatively”. 

12)Page 13: “Moreover, it makes a testable prediction that the largest changes of noise 

correlations occur at intermediate lateral distances. Consistent with this prediction, we found that 

the magnitude of noise-correlation changes, gradually increased with lateral distance in our 

laminar recordings.”. Here again, the authors seem to me over-optimistic. It is difficult to 

appreciate the non-monotonicity in Fig. 6d in the absence of error bars for the data point 

representing DeltaNC across columns. The data in Fig. 6e are too noisy to really draw the 

conclusion that DeltaNC increases with distance. 

Minor: 

-In several places: It should be “adaptation” instead of “adaption” 

-Ref. 29 is incomplete 

Reviewer #3 (Remarks to the Author): 

This manuscript explores the mechanisms by which attention affects single neuron variability and 

pairwise correlations in the visual cortex. This topic has been of substantial interest in the past 

~10 years, with numerous reports showing how attention alters correlations and with some 

network models proposed to explain the observed effects. Here the authors report small effects of 

attention on correlations with a cortical column and larger effects when the electrode penetration 

samples neurons in different columns. These effects—and other previous studies—can be 

reconciled in an ‘on/off’ model in which correlations arise from shared state transitions (within a 

column), whose spread across columns depends on the attentional signal. The proposed 

explanation is quite different from other recently published models (mostly the work of Brent 

Doiron and colleagues, cited). 

This is a high quality study on a topic of wide interest. The presentation is clear. Because in the 

data the sampling across space is limited and because the effects in superficial and deep layers are 

different, I am not entirely convinced of the claims. But the study, nevertheless, contains a 

number of interesting points and provides an alternative explanation for some widely studied 

effects (attention-induced decorrelations). This is scholarly work. It is just that more data will be 

needed in future work to adjudicate between the competing models. 

Although I am supportive of publication, I do have a few questions, comments, and suggestions. 

Comments: 

1. The Fano factors shown in Fig 3a look unusually high (up to 9 for a counting window of a few 

hundred milliseconds). Please explain or justify this apparent discrepancy with prior work. 

2. I did not understand why the fits for the 1 phase model was much worse than for the 2 phase 

model (Fig 1b), when the 1 phase model was the better of the two. Please explain/justify. 

3. I was also puzzled by the statement that attention reduced Fanos for 1 phase recordings 

similarly as for 2 phase (Supp Table, 1,2; main text page 5). If the attention works by biasing to 

the On state (for I_att>0), why is there an equally large change in Fanos in sessions in which 

those fluctuations are not evident. Put another way, why do Fanos change at all in 1 phase 

sessions? 

4. Similarly, if correlation are due to shared On/Off transitions (and depend on r_on-r_off), why 



are correlations for 1 phase recordings not equal to 0? This suggests there is some other 

mechanism (important, in that the correlations for 1 phase recordings are an appreciable fraction 

of those measured for 2 phase recordings) that generates correlations, in addition to the 

mechanism suggested by the authors. This issue should be addressed in the Discussion. 

5. On page 12, the authors discuss the effect of reducing correlations on population information. 

But it is now quite well accepted that changes in mean correlations do not indicate much about 

information (see Moreno-Bote et al., 2015, NN and others) so these statements should be revised. 

6. I was a bit thrown by the use of ‘On/Off’ as a term for the two states. In fact, in the ‘Off’ state, 

the measured neuronal responses are still appreciable. This is in contrast to a rich literature on 

On/Off states (work of McCormick and others) that has shown almost total quiescence in the Off 

state. It might be less confusing (with respect to this prior literature) to refer to the effects here as 

‘Low’ and ‘High rate’ states. At the very least, if the authors stick to the current terminology, they 

should explain that this same term means something quite different in other systems/network 

neuroscience literature. 





















REVIEWERS' COMMENTS 

Reviewer #1 (Remarks to the Author): 

The authors have appropriately addressed all my comments. 

Reviewer #3 (Remarks to the Author): 

The authors have addressed the majority of my concerns. I support publication.


