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Section S1. A Brief Review on the Inverse Algorithms for Solid Mechanics

To determine how to update the estimations of unknown parameters, the most widely-used fam-

ily of methods is based on the calculation of gradients, where the differentiable loss function

provides guidance on the increments of estimations. For geometry identification problems, how-

ever, the geometry is not naturally differentiable. To address this issue, the shape/topological

gradient is proposed by some researchers (30, 35, 37, 61), with some studies combined with the

level set method (28). With the gradient with respect to geometry calculated, the remaining

issue is to apply an optimization method to minimize the loss function. Examples of commonly

applied optimization algorithms include the L-BFGS algorithm (36,48,62), a quasi-Newton iter-

ative method for nonlinear optimization, and the Levenberg-Marquardt method (33), a nonlinear

least square fitting algorithm. In some other studies, non-gradient methods such as evolutionary

algorithms (32, 34), have also been applied for updating the geometry.

Section S2. Additional Information on the Formulation of PINNs

Mechanics of Incompressible Hyperelastic Materials. Here we summarize the mechanics

of incompressible hyperelastic materials. The reference (undeformed) and current (deformed)

configurations of the solid are described by the vectors X and x, respectively. Then, we may

define the displacement vector u(X) = x(X) � X, the deformation gradient tensor F(X) =

@x/@X = I+ @u/@X (with the FiJ component being @xi/@XJ , i 2 {1, 2, 3}, J 2 {1, 2, 3}; I

is the identity tensor), and the right Cauchy-Green tensor C = FTF.

For isotropic, incompressible materials, the three invariants of C are I1 = tr(C), I2 =

[tr(C)2 � tr(C2)]/2, and I3 = det(C)(= 1 because of incompressibility). The strain energy

density can be expressed as W (I1, I2;✓mat). Specifically, for incompressible Neo-Hookean ma-

terials, it takes the form W (I1;µ) = µ(I1�3)/2, where the shear modulus µ is the only material

parameter (✓mat = µ).



The first Piola-Kirchhoff (PK) stress for incompressible materials is expressed as

P = �pF�T + 2F
@W

@C
, (S1)

where p is the hydraulic pressure serving as the Lagrange multiplier for incompressible materi-

als to uniquely determine the stress field. For incompressible Neo-Hookean materials,

P = �pF�T + µF. (S2)

Given the first PK stress tensor P, the equilibrium equation without body force is

Div P = 0, (S3)

where the corresponding component form is @PiJ/@XJ = 0 (i 2 {1, 2, 3}; the Einstein sum-

mation convention is applied for J).

Now we define the computational domain and boundary conditions. In our current work,

we parameterize the domain by ✓geo. Hence, the domain of the PDEs follows as:

X 2 ⌦(✓geo) ⇢ Rd, (S4)

where ⌦ is the parameterized domain of the reference configuration of the problem, and d

is the dimension of the problem (d = 2 in our cases). The displacement/Dirichlet and trac-

tion/Neumann boundary conditions can be expressed as:

u = u,X 2 @⌦D(✓geo), (S5)

PN = T,X 2 @⌦N(✓geo), (S6)

where N is the outward unit normal vector in the reference configuration, and @⌦D(✓geo) and

@⌦N(✓geo) are the displacement and traction boundaries, respectively. The right-hand-side terms

u and T are the specified values of displacement and traction at the boundary, respectively. The

component form corresponding to Eq. S6 is PiJNJ = T i.



In the case where there is more than one material, the continuity of displacement and traction

along the interface �int(✓geo) (between material 1 and 2) must also be satisfied:

u(1) = u(2),X 2 �int(✓geo), (S7)

P(1)N = P(2)N,X 2 �int(✓geo), (S8)

where the superscripts refer to the materials 1 and 2, respectively, and N is the unit normal

vector of the interface �int in the reference configuration.

PINNs for Linear Elasticity and Deformation Plasticity We summarize the differences in

the architecture of PINNs for compressible linear elasticity (Fig. 2A) and deformation plasticity

(Fig. 2C) compared to incompressible hyperelasticity (Fig. 2B). For these two constitutive

relations, the solid undergoes infinitesimal deformation, so that one does not need to distinguish

reference (undeformed) configuration (X1, X2) and deformed configuration (x1, x2). In this

section, the coordinates are written as (x1, x2) to keep consistent with the conventional notations

in solid mechanics community. Due to the compressibility, the hydrostatic pressure p is no

longer an independent state variable, so that p is not needed as a primary output of the NN.

To build the PINN for linear elasticity, kinematics in Eq. 4 in the main text is replaced by

the definition of the infinitesimal strain tensor "ij = @ui/@xj , where u = (u1, u2) is the dis-

placement. Stress-deformation relationship in Eq. 5 is replaced by the stress-strain relationship

�ij = �"kk�ij + 2µ"ij, (S9)

where � and µ are Lamé constants. The equilibrium equation similar to Eq. 6 is @�ij/@xj = 0.

Note that the loss function for linear elasticity does not require the term for incompressibility

(see Eq. 1 and Eq. 16).

The PINN for the power-law deformation plasticity can be constructed based on the PINN



for linear elasticity. In this case, the nonlinear stress-strain relation is expressed as

E" = � +
3

2
↵

✓
�e

�Y

◆n�1

s, (S10)

where E (Young’s modulus), ↵, �Y (yield stress), and n (hardening exponent) are material

parameters. s is the deviatoric stress tensor (sij = �ij �
1
3�kk�ij), and �e (=

q
3
2sijsij) is the

von Mises stress.

According to Eq. S10, stress cannot be explicitly expressed by strain for power-law de-

formation plasticity, unlike linear elasticity (Fig. 2A) and hyperelasticity (Fig. 2B). There-

fore, the integration of constitutive relation through the analytical expression of stress tensor

no longer works for deformation plasticity. As an alternative approach, we include the stress

field � = (�11, �12, �22) as primary solution field of the neural network in addition to the dis-

placement field (u1, u2) (see Fig. 2C). After calculating the strain field, we bridge the strain

and stress fields with an additional loss term according to Eq. S10. In this way, we integrate

constitutive relation as an additional penalty term in the loss function for deformation plasticity.

Multiple materials. In the case of inverse problems for multiple materials as in case 5 in

the main paper, we apply two independent NNs to approximate the displacement and pressure

fields of the matrix and inclusion materials, respectively. Such approximation can be expressed

by

Matrix: (eu(X;�m), ep(X;�m)),X 2 ⌦m(✓geo) (S11)

Inclusion: (eu(X;�i), ep(X;�i)),X 2 ⌦i(✓geo) (S12)

In addition to the loss terms for each material, we need an additional loss term Lint to force the

continuity of displacement and traction on the interface �int(✓geo) of two materials. To do this,

we first write the residuals on a single point for the two conditions of continuity. The residual

of displacement continuity is

erDint(X;�m,�i) = eu(X;�m)� eu(X;�i),X 2 �int(✓geo), (S13)



and the residual of stress continuity is

erNint(X;�m,�i, µm, µi) = eP(X;�m, µm)N(X) � eP(X;�i, µi)N(X),X 2 �int(✓geo). (S14)

We place residual points X(i)
� (✓geo) (i 2 {1, 2, ..., N�}) on �(✓geo), and construct the loss com-

ponent on the interface of two materials by taking a weighted sum as

Lint(�m,�i,✓) = ↵DintLDint(�m,�i,✓) + ↵NintLNint(�m,�i,✓), (S15)

where

LDint(�m,�i,✓) =
1

N�

N�X

i=1

����erDint

⇣
X(i)

� (✓geo);�m,�i

⌘����
2

(S16)

LNint(�m,�i,✓) =
1

N�

N�X

i=1

����erNint

⇣
X(i)

� (✓geo);�m,�i, µm, µi

⌘����
2

. (S17)

Hence, the loss function in the case of multiple materials is the summation of the loss function

for each single material and the additional loss Lint for the material interface.

PINNs for forward problems. For forward problems with no unknown parameter (✓unk =

;, hence ✓ = ; for convenience), we do not have measurement data. For incompressible mate-

rials, for example, the loss function can be written as a weighted sum of all the four loss terms

that correspond to PDEs, the incompressibility condition, displacement boundary conditions,

and traction boundary conditions, respectively:

Lfor(�) = ↵PDELPDE(�) + ↵incLinc(�) + ↵DLD(�) + ↵NLN(�). (S18)



Each loss term is defined by

LPDE(�) =
1

N⌦

N⌦X

i=1

����erPDE

⇣
X(i)

⌦ ;�
⌘����

2

(S19)

Linc(�) =
1
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N⌦X
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(S20)

LD(�) =
1
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(S21)

LN(�) =
1

NN

NNX

i=1
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⇣
X(i)

N ;�
⌘����

2

. (S22)

The solution of forward problems using PINNs can be expressed as:

�̂ = argmin
�

Lfor(�), (S23)

The displacement solved by the PINN is eu(X; �̂) for X 2 ⌦.

Section S3. Technical Details

Details of the Prototypical Problem. For case 0, the Young’s modulus of the matrix is E =

1.0, the Poisson’s ratio is ⌫ = 0.3, and the loading is P0 = 0.003. For cases 1, 2, 4 and 5,

the shear modulus of the matrix (incompressible Neo-Hookean material) is µi = 0.333, and

the external load is P0 = 0.3. For case 3, the external load is P0 = 0.002, and the material

parameters include E = 1.0, ↵ = 0.1, n = 10 and �Y = 0.005. For cases 0, 1, 3, 4, 5, there are

Nu = 10 measurement points of on each edge of the matrix. For case 2, measurement points

are inside the solid, with 10 of them uniformly placed on the line X1 = �0.15, X1 = 0.15,

X2 = �0.45, X2 = 0.45, respectively. For the modified case 5 with additional measurements,

the five additional measurement points are located at (�0.3, 0.05), (�0.3, 0.10), (�0.3, 0.15) in

the matrix and (�0.05, 0.10), (0.15, 0.10) in the inclusion.

Details of the PINN. We use TensorFlow 1.14 (43) to build up our PINN. Each NN in the

PINN has 4 hidden layers, each with 30 neurons. For cases 0, 1, 2 and 4, there is one single



NN in the PINN. There are two NNs in the PINN in case 3 (one NN for (u1, u2), the other NN

for (�11, �22, �12)) and case 5 (one NN for each material). We adopt the layer-wise adaptive

“tanh” function (63) as the activation function for the NNs. Among the trainable parameters

of the NN, weights are initialized with Xavier initialization (64), biases are initialized as zeros,

and the variable of adaptive activation are initialized as ones. We use the Adam optimizer (47)

to train the network. The learning rate is 0.001 for all cases except cases 2 and 3.

For case 2, the unknown geometric parameters directly defined in the code are the location

of the center of the slit (X (c)
1 , X (c)

2 ), half length of the slit L, and tilting angle of the slit �,

which are post-processed to be the coordinates of the locations of the centers of the slit tips

(X (1)
1 = X (c)

1 � L sin�, X (1)
2 = X (c)

2 + L cos�, X (2)
1 = X (c)

1 + L sin�, X (2)
2 = X (c)

2 � L cos�).

The learning rate is 0.001 for � and 0.0002 for (X (c)
1 , X (c)

2 , L). For case 3, the learning rate is

0.00005.

For cases 0, 1, 3 and 5, the assignments of residual points are similar. We assign 3200

internal points for the PDE and incompressibility (800 points for each of the four sub-regions;

40 along the circumferential direction and 20 along the radial direction). For case 5 only, 400

residual points are assigned in the inclusion material. We place 160 residual points on the outer

boundary for enforcing traction boundary conditions. Another 160 residual points are placed on

the inner boundary of the matrix, which enforce the traction-free boundary conditions for cases

1 and 3 and the interface conditions for case 5. The points of displacement measurements are

uniformly placed on the outer boundary of the matrix.

For case 2, the smallest length scale is determined by the W , which poses a limitation for

the interval of residual points. To accurately resolve the displacement field, especially around

the slit tip where the displacement changes drastically and the stress concentration exists, we

need a large density of residual points in the computational domain. For this case, we have

49000 internal points, 700 points on the outer boundary, and 700 points on the inner boundary.



For case 4, we divide the square region into two parts, each with one void. For each part,

residual points are assigned in a similar way to case 1.

For all the cases, we choose the weights of the loss terms in Eq. 16 to be ↵PDE = ↵inc =

↵D = ↵u = 1 when applicable. The weight for traction boundary conditions ↵N is also set to be

1, but we evaluate the this part separately for each of the five boundaries (left, right, top, bottom,

inner), leading to five loss terms related to traction boundaries, each with weight 1, in the total

loss. In case 2, the calculation of the mean squared error of the PDE loss term LPDE(�,✓) is

further weighed inversely by the local density of residual points, so that different spatial regions

contribute equally to the loss term of PDEs.

For cases 0 and 3, the small values of loading (roughly O(10�3)) cause difficulties in training

the PINN. To mitigate this issue, we scale up the external loading (and �Y = 0.005 in case 3) 100

times and feed the scaled loading into the PINN. According to Eqs. S9 and S10, such scaling

only results in 100 times the original displacement (and hence strain) and does not essentially

changes the characteristics of the solution. After obtaining the solution from the PINN, we scale

the displacement/strain solution back (0.01 times) to its original value.

Details of the FEM. We use Abaqus as the FEM solver to generate the displacement data

{u⇤(i)
}
Nu
i=1 and the entire displacement field, given the reference values of unknown parameters

✓⇤
unk. The linear density of meshes is 120 per unit length, which is sufficiently dense so that

the FEM/Abaqus solution is accurate enough to serve as the reference solution. Plane strain

quadratic elements with hybrid formation (CPE8H elements) are applied for hyperelasticity.



Section S4. Additional Results for Cases in the Main Text

Fig. S1. Evolution of estimated unknown parameters and loss function in cases 0, 2, 3 and
4. See Fig. 2 for the definitions of the cases. (A, C, E, G) The dashed lines and solid lines
represent the reference value and estimated value of unknown variables. Unknown parameters
are not trainable in the pre-training process during the first 50K (case 0), 200K (case 2), 100K
(case 3), and 20K (for case 4) iterations, respectively. (B, D, F, H) Loss function during the
training process. See Fig. 7 in the main text for the results for cases 1 and 5.



Fig. S2. Results of case 5 with additional internal measurement points. (A) Compar-
ison of the visual outlines (including the material interface) of the deformed configurations
between FEM/Abaqus (blue) and PINN (red for the matrix; green for the inclusion) results
after 50K, 500K, and 2.5M iterations. (B) Evolution of the estimated unknown parameters
(X (c)

1 , X (c)
2 , R, µi) during the training process. The dashed lines and solid lines are reference

values and estimated values, respectively. (C) The loss function during the training process.

Section S5. Forward Problem on One Centered Circular Void

In this section, we study on a forward problem to verify the ability of PINNs in solving boundary

value problems of hyperelastic solids (see Section S2 for details of the formulation of PINNs for

forward problems). For forward problems, we have ✓unk = ; (hence ✓ = ; for convenience),

and we do not have any observation on the displacement field. The setup is a simplified, forward

version of case 1: the matrix includes a circular void located at the center (0.0, 0.0) with radius

0.1; all the other setup details are the same as the foregoing description for case 1. The target is

to solve the displacement field under the specified loading condition.



The results are shown in Fig. S3. We trained the PINN over 1M iterations in total. Fig.

S3A shows the comparison of deformed configurations of the solid between the FEM solver

and the PINN solver after 20K, 200K and 1M iterations, with the absolute L2 error of the

displacement field marked on each subfigure. For clarity of presentation, this figure shows

the outer and inner boundaries of the specimen visualized from the FEM and PINN analyses.

Although we trained the PINN for 1M iterations in total, the visual pattern of the PINN result

almost fully overlaps with the pattern of the FEM result after 200K iterations. The L2 error

finally decreases to as small as O(10�4), compared to the typical displacement of O(10�1).

Fig. S3B shows the distribution of the true stress component �11 along the central line of the

solid (X1 = 0) after 20K, 200K and 1M iterations. After training over 20K iterations, the

stress pattern of the PINN result is already qualitatively similar to that of the FEM result. The

remaining difference is gradually diminishing through the following training iterations. Fig.

S3C shows the value of the loss function throughout the training process. The total loss is

decreased to O(10�5) after 1M iterations. According to all the results presented in Fig. S3, the

PINN has accurately solved this forward boundary value problem of hyperelastic solids. This

example of a forward problem serves as a basis for the inverse problem where the introduction

of trainable unknown parameters slightly increases the complexity of the problem. In Section

S6, we present a parametric study based on this case.



Fig. S3. Results of the forward problem on one centered circular void. (A) Comparison
of the visual outlines of deformed configurations between FEM/Abaqus (blue) and PINN (red)
results after 20K, 200K, and 1M iterations. The absolute L2 error of the displacement field
between the two methods is marked in each subfigure. (B) Stress component �11 along the
vertical axis of symmetry (X1 = 0) after 20K, 200K, and 1M iterations (dashed lines), with
the FEM/Abaqus result as a comparison (solid line). (C) The loss function during the training
process.

Section S6. Parametric Study of the Forward Problem: Influence of NN
Architecture, Density of Residual Points, and Loss Weights

Here we conduct a parametric study on the forward problem in Section S5. We study the

influence of hyperparameters on the simulation results to justify choice of hyperparameters

in this paper. We consider changing the width and the depth of the NN from the reference

architecture 2-30-30-30-30-3 (d = 4 hidden layers each with width w = 30, called 4-30 for



short and similarly d-w for other architectures) in the main paper to be wider (4-45), narrower

(4-15), deeper (6-30), and shallower (2-30). In the forward problem in Section S5 (and also

case 1 in main text), we have placed 40⇥ 20 residual points in each of the four sub-regions (see

Section S3 for details). Here we change the number of residual points into variables: ⇢⇥ (⇢/2)

for each sub-region, where ⇢ is the linear density of residual points. With this definition, the

number of residual points on the boundary is proportional to ⇢, and the number of residual

points inside the solid is proportional to ⇢2. Here we consider changing ⇢ to range from 10

to 80. For each combination of ⇢ and d-w, we use the PINN to solve the forward problem.

The results of the absolute L2 error of the displacement field compared to the FEM solution

are shown in Fig. S4. We consider the displacement fields after 200K (averaged by taking

the geometric mean value after 180K, 190K and 200K iterations, to prevent the influence of

fluctuation) and 1M iterations (averaged similarly by 980K, 990K and 1M iterations) . For

any architecture, as ⇢ increases to around 30, the L2 error does not significantly depend on ⇢,

indicating that the chosen values of ⇢ in the main paper are sufficiently large for achieving a high

accuracy. From 200K to 1M iterations, the L2 errors of the shallower (2-30) and the narrower (4-

15) architectures do not further decrease significantly, while the errors of the reference (4-30),

deeper (6-30), and wider (4-45) architectures continue decreasing significantly. This indicates

that the insufficient depth for 2-30 and width for 4-15 limits the approximation ability of the

NN and hence restricts the further descent of the error. The reference architecture (4-30) is deep

and wide enough for reaching a small L2 error, because its error is close to the error from the

deeper (6-30) and wider (4-45) architectures. This simple parametric study indicates that our

choice of the architecture of the NN (4-30) and the linear density of the residual points (40) is

suitable for solving our prototypical problem.



Fig. S4. Parametric study of the forward problem in Section S5 on the NN architecture
and density of residual points. We compare the L2 error of displacement fields obtained by the
PINN and the FEM/Abaqus after training over (A) 200K and (B) 1M iterations. We consider
different depths (2, 4, and 6 hidden layers) and widths (15, 30, and 45 neurons for each hidden
layer) of the NN, as well as different linear densities of residual points. The results of the
network with d hidden layers and w neurons for each hidden layer are marked with “d-w”. The
linear density of residual points ⇢ means that the number of residual points is proportional to
⇢ for the boundary conditions and proportional to ⇢2 for the PDEs. The displayed value of L2

error is obtained by taking the geometric mean value after 180K, 190K and 200K iterations for
(A) and 980K, 990K and 1M iterations for (B), in order to prevent the fluctuation during the
training process.

We also consider changing the weights of the loss terms (↵’s with various subscripts) and

studying their influence on the convergence histories of the loss function and the accuracy of

the displacement field. Again, we conduct the study using the forward problem in Section S5.

For simplicity, we assume ↵PDE = ↵inc = 1 and ↵D = ↵N = ↵, where ↵ is a variable. With

this assumption, we group the loss weights by whether the corresponding residual points are

inside the domain or on the boundary. Note that in Section S5, the choice is ↵ = 1. Here

we train the PINN with ↵ = 1, 3, 10 and all the other setup details the same as Section S5.

The results are shown in Fig. S5. Figs. S5A-C show the evolution of the total loss (Lfor), the

internal loss (LPDE + Linc), and the boundary loss (LD + LN) during the training process for

↵ = 1, 3, 10, respectively. As ↵ increases, the boundary loss tends to descend faster, while the



evolution of the internal loss and the total loss does not change significantly. Fig. S5D shows

the evolution of the absolute L2 errors of the displacement fields for ↵ = 1, 3, 10 compared

to the FEM/Abaqus solution. With a larger ↵, the displacement field converges faster. On the

other hand, in the late stage the training process (after 500K iterations), the three values of L2

error reach the same plateau, meaning that the value of ↵ does not significantly influence the

final accuracy of the displacement field for the forward problem. Since this paper focuses on

the fundamental method and the prototypical problem as a proof of concept rather than tuning

the hyperparameters to achieve optimal practical efficiency, we simply fix all the weights to be

one in all the cases in the main text.



Fig. S5. Parametric study on the weights of loss components. We studied the influence of
loss weights on the evolution of the loss function and the accuracy of the displacement using
the forward problem in Section S5. We fix the weights of the loss terms inside the PDE domain
to be ↵PDE = ↵inc = 1, and set the loss terms on the boundary to be one variable ↵D = ↵N = ↵.
(A-C) The evolution of the total loss (Lfor), the internal loss (LPDE+Linc), and the boundary loss
(LD + LN) during the training process for ↵ = 1, 3, 10, respectively. (D) The absolute L2 error
of the displacement field by the PINN compared to the FEM/Abaqus result for ↵ = 1, 3, 10
during the training process.

Section S7. Parametric Study of Simplified Case 1: Influence of Locations
of Measurement Points on the Outer Boundary

In this section, we conduct a parametric study on the influence of locations of measurement

points on the estimation results based on case 1. We alter the locations of displacement mea-

surements on the outer boundary, while keeping all the other setup details unchanged. The six



setups of displacement measurements (sensors) are illustrated in Fig. S6. In all the setups, 10

points are placed on the left and right boundaries, respectively. To create a relatively tough

condition, there is no measurement is on the top and bottom boundaries. The difference among

six setups comes from the specific locations of measurement points. The left and right edges are

equally partitioned into 3 segments, with different segments equipped with measurement points

in different setups: the bottom segment for setup 1, the middle segment for setup 2, the top

segment for setup 3, the bottom and middle segments for setup 4, the middle and top segments

for setup 5, and all segments for setup 6 (see Fig. S6A).

The tilting angle � is assumed to be the only unknown parameter for the study in this section.

The evolution of � (normalized by 180�) in the six setups over 1M training iterations is shown in

Fig. S6B. The reference value �⇤ is plotted with dashed line. In setups 3, 5 and 6, the estimated

values of � gradually approach the reference value, despite the existence of errors which may be

caused by the removal of measurement points on the top and bottom boundaries. In setups 1, 2

and 4, the estimated � do not approach the target value, indicating that the parameter estimation

fails. We further show the deformed configuration of each setup after 870K iterations in Fig.

S6C, where the fluctuating values of � in setup 2 and 4 are accidentally close to the reference

value �⇤. According to Fig. S6C, setups 3, 5 and 6 infer the displacement field accurately.

For setups 2 and 4, although � happens to be close to �⇤, their deformed configurations are

significantly different from the FEM results. Consequently, setups 3, 5 and 6 successfully

estimate the unknown tilting angle and infer the displacement field, while setups 1, 2 and 4 fail

to do so.

For the specific example we consider, a successful characterization of geometry requires

that the measurement points are on the top segment, while the middle and bottom segments do

not contribute much. This feature may be caused by the fact that the actual location of the void

is slightly above the center (X (c)*
2 > 0). Intuitively, the closer the measurement points are to



the void, the more informative the data is. This conforms with the Saint-Venant’s principle in

elasticity – if the measurements are located too far from the void, then the non-homogeneity

of the displacement field is diminished, so that these measurements do not contain enough

information regarding the void geometry. Therefore, solving geometry identification problems

with PINNs poses requirements on the location of measurement points. For the current problem,

without prior knowledge of the location and mechanical properties of the void, a safe way is to

place the measurement points uniformly in the admissible region (e.g., on the outer boundary)

to acquire as much information as possible.



Fig. S6. Parametric study on the locations of measurement points. We show the depen-
dence of parameter estimation results on the locations of measurement points. (A) In the 6
different setups, we place 10 points uniformly at different segments of the left and right bound-
aries, respectively. The left and right edges are equally partitioned into 3 segments, and then
measurement points (sensors) are placed on: the bottom segment for setup 1, the middle seg-
ment for setup 2, the top segment for setup 3, the bottom and middle segments for setup 4, the
middle and top segments for setup 5, and all segments for setup 6. (B) Parameter estimation
results of the tilting angle � (normalized by 180�) in the 6 setups. The curves for different se-
tups are marked with the setup numbers. The horizontal dashed line is the reference value �⇤.
The vertical dashed line marks the location of 870K training iterations. (C) The deformation
patterns of all setups after 870K iterations.



Section S8. Parametric Study on Simplified Case 1: Influence of the Length
Scale of the Void

We in this section study the influence of the length scale of the void on the estimation accuracy.

For the purpose of simplicity, we assume that the void is circular and is placed at the center of

the matrix, with the only unknown parameter being its radius (✓unk = R). We set the radius of

the void R⇤ to range from 0.025 to 0.2, and initialize the radius estimation to be R0 = 1.5R⇤

for each case. For each R⇤, we run the training process until the estimated value converges

evidently. Other technical details are the same as case 1 of the main paper.

The results of the relative error of estimated radius are shown in Fig. S7. Note that the side

length of the matrix is 1.0. As R⇤ decreases to around 0.1, the relative error starts to increase

beyond 10�2. As the radius decreases to R⇤ = 0.05, the identification error is around 20%,

indicating that the method starts to become inaccurate. Consequently, for this specific case

where displacement is measured only on the boundary, our approach is valid for voids within

around one order of magnitude smaller than the size of the entire domain.

Fig. S7. Parametric study on the length scale of the void. We show the relative error of the
estimated void radius for different values of R⇤ (radius of the void).



Section S9. Parametric Study of Simplified Case 1: Influence of the Loca-
tion of the Void

A natural question following Section S8 is how the location of the void influences the estima-

tion accuracy. Here we consider another simplified setup of Case 1. We suppose that only

(X (c)
1 , X (c)

2 , R) are unknown to the PINN. We fix R⇤ = 0.1 and change the location of the void

by choosing X (c)*
1 , X (c)*

2 2 {�0.3,�0.2,�0.1, 0.0, 0.1, 0.2, 0.3}, which essentially moves the

void throughout the square matrix. The absolute error of parameter estimation is shown in Fig.

S8, with the three panels for X (c)
1 , X (c)

2 , and R, respectively. Despite some difference in the value

of error, the PINN can accurately estimate the three unknown parameters for all the locations

of the void. Consequently, our method is robust about the location of the void.



Fig. S8. Parametric study on the location of the void. We show the absolute error of param-
eter estimation for the three unknown parameters (X (c)

1 , X (c)
2 , R) for different true locations of

the void (X (c)*
1 , X (c)*

2 ).

Section S10. Parametric study on Simplified Case 5: Influence of the Mod-
uli Ratio

Here we study the influence of the moduli ratio of the inclusion to the matrix (µi/µm) on the

estimation accuracy. The circular inclusion with known radius R = 0.2 is placed at the center

of the matrix. The modulus of the matrix µm = 0.333 is known to the PINN, and the only

unknown parameter is the modulus of the inclusion (✓unk = µi). We set the moduli ratio µ⇤
i /µm

to range from 0.2 to 5.0, and initialize the modulus of the inclusion to be µ0
i = 1.5µ⇤

i for each

case. For each µ⇤
i /µm, we run the training process until the estimated value converges evidently.

Other technical details are the same as case 5 in the main text.



The results of the (signed) relative error for each µ⇤
i /µm are shown in Fig. S9. Within the

range we consider (0.2  µ⇤
i /µm  5.0), all cases produce very accurate results, with relative

error no larger than 10�2. Therefore, for the prototypical problem, our approach provides ac-

curate estimation results for the moduli ratio ranging from 0.2 to 5.0, which is reasonably large

and covers more than one order of magnitude.

Fig. S9. Parametric study on the moduli ratio of the matrix to the inclusion. We show the
(signed) relative error of the estimation of the moduli ratio for different values of µ⇤

i /µm.

Section S11. L-BFGS Optimizer

Here we do a simple comparison on the model performance in terms of accuracy and efficiency

with different strategies on optimizers based on case 4. In the main text, we adopt the Adam

optimizer as the only optimizer throughout the entire training process with 1M iterations (called

strategy 1A in this section), after which both the parameter estimations and loss function reach a

relative plateau. Such a strategy gives high accuracy and helps us study the convergence history

as a fundamental characteristic of our method. To achieve a reasonable accuracy practically,

one may not need as many as 1M iterations. Here, we consider training the PINN over 200K

iterations only (called strategy 1B). To further improve the computational efficiency, we also

consider using Adam for the first few iterations (40K iterations in our case), and then switch-



ing to L-BFGS (48) (called strategy 2), which is common for training PINNs practically. We

compare the results of the three strategies (1A, 1B and 2) in Table S1 in terms of accuracy

of parameter estimation and computational efficiency. The computational time is measured by

running the code on typical machines using CPU only. The results of strategy 1B indicates that

training the PINN with 200K iterations provides reasonably high accuracy. Strategy 2 using

L-BFGS performs even better – accuracy similar to strategy 1A is achieved, while the compu-

tational cost is significantly reduced.

Case 4 X (1)
1 X (1)

2 R(1) X (2)
1 X (2)

2 R(2)

Reference Value -0.15 0.10 0.20 0.25 -0.05 0.15
Strategy 1A: Adam 1M (around 667 minutes)
Estimated Value -0.15089 0.10018 0.20007 0.25045 -0.05008 0.15019
Absolute Error(⇥10�2) 0.09 0.02 0.01 0.05 0.01 0.02
Relative Error(%) 0.09 0.02 0.04 0.05 0.01 0.13
Strategy 1B: Adam 200K (around 133 minutes)
Estimated Value -0.15517 0.10191 0.19911 0.24975 -0.05033 0.15298
Absolute Error(⇥10�2) 0.52 0.19 0.09 0.03 0.03 0.30
Relative Error(%) 0.52 0.19 0.45 0.10 0.03 1.99
Strategy 2: Adam 40K and L-BFGS (around 35 minutes)
Estimated Value -0.15110 0.10002 0.19998 0.24993 -0.04953 0.15076
Absolute Error(⇥10�2) 0.11 0.00 0.00 0.01 0.05 0.08
Relative Error(%) 0.11 0.00 0.01 0.01 0.05 0.51

Table S1. Parameter estimation results for case 4 with different strategies on optimizers.
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