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Supplementary Discussion

Additional Figures

Name SMARTS

Coenzyme A 0=C(NCCx)CCNC(=0)C(0)C(C) (C)COP (=0) (%) OP (=0) (*) 0C*30x (n2cncic (nenc12)N)*(0)*30P (=0) (*) *
Nicotinamide adenine dinucleotides %1% (%)*(COP (*) (=0) OP (%) (=0) 0C*20% (x) * (%) ¥2%) 0x 1%

Nucleoside phosphates *# 1% (%) % (0*1COP (%) (=0)0) [R]

Nucleoside phosphates isomers *P (%) (=0) 0 1% (%) * (%) 0 [*] 1COP (%) (¥)=0

Sulfonium betaines ** 1% (%) * (0*1CS*) [R]

Flavines *H LR 2443k (rok (=0) +43=0) * (+) % 2% %1%

Hem HTLTHTHT2THTHTLTHTHTL TR A TR (TR TR TR T TR (T THTLATHTH TR (THT2) THTL) THTB) TR

Iron-sulfur cluster(s) S1[Fe]ls[Fe]1l

Supplementary Table 1: SMARTS patterns of co-enzymes that were removed from the products.

Name SMILES

Phosphate trianion 0=P([0-1) ([0-1) [0-]

Hydrogen phosphate dianion 0=P([0-1) ([0-1)0
(2-hydroxyethyl)trimethylammonium  C[N+] (C) (C)CCO

Ethanolamine NCCo

Diphosphate 0=P([0-]) ([0-1)0P(=0) ([0-1) [0-]
Hydrogen diphosphate trianion 0=P([0-1) ([0-1)0P(=0) ([0-1)0
2-Oxoglutarate dianion 0=C([0-1)ccc(=0)C(=0) [0-]
Acetate ion cC(=0) [0-]

Pyruvate CC(=0)C(=0) [0-]

Supplementary Table 2: SMILES of common byproducts that were removed from the products.

EC number  Count % (of total) ~ EC number Count % (of total) ~ EC number Count % (of total) ~ EC number Count % (of total)

l-xx 75 0120 1.7.xx 191 0.306 888 1423  52xx 36 0.058
1.1lxx 4481 7181  1.8xx 248 0.397 148 0.237 451 0.723
1.10.x.x 80 0128  1.9.xx 16 0.026 419 0.671 360 0.577
1.11.x.x 191 0.306  1.97.x.x 19 0.030 1082 1.734 198 0.317
1.12.x.x 34 0.054 8 0.013 1372 2.199 8 0.013
1.13.x.x 665 1.066 4420 7.083 115 0.184 5 0.008
1.14.x.x 4800 7.692 3 0.005 109 0.175 4 0.006
1.16.x.x 43 0.069 55 0.088 14 0.022 158 0.253
1.17.x.x 201 0.322 10369 16.616 21 0.034 517 0.828
1.18.x.x 43 0.069 2015 3.229 6 0.010 534 0.856
1.19.x.x 11 0.018 580 0.929 2024 3.243 47

12xx 1404 2.250 175 0.280 1762 2.824 26

1.20.x.x 19 0.030 14973 23.994 188 0.301 5 0.008
1.21.x.x 65 0.104 419 0.671 196 0.314 33 0.053
1.22.x.x 3 0.005 10 0.016 19 0.030 56 0.090
1.23.x.x 13 0.021 6 0.010 39 0.062 17 0.027
1.3.x.x 1362 2.183 2861 4.585 2 0.003 45 0.072
14.x.x 443 0.710 3 0.005 65 0.104 36 0.058
1.5.x.x 376 0.603 4 0.006 9 0.014 66 0.106
1.6.x.x 260 0.417 20 0.032 359 0.575

Supplementary Table 3: The data set composition by EC-level 2.



EC number Count % (of total) ~ EC number Count % (of total) ~EC number Count % (of total) ~ EC number Count % (of total)

75 0.120  1.21.1x 12 0.019  2.4.99.x 92 0.147  3.7.1.x 115 0.184

30 0.048  1.21.21.x 1 0.002  2.5.1.x 580 0.929  3.8.1.x 109 0.175

4023 6.447  1.21.3x 35 0.056  2.6.-.x 1 0.002  3.9.1x 14 0.022

45 0.072  1.214.x 2 0.003  2.6.1.x 167 0.268 3.A.1x 19 0.030

245 0.393  1.21.98.x 6 0.010  2.6.99.x 7 0.011  3.A3x 2 0.003

1 0.002  1.21.99.x 8 0.013 2 0.003 6 0.010

33 0.053  1.22.1.x 3 0.005 1187 1.902 1 0.002

1 0.002  1.23.1.x 11 0.018 5 0.008 1594 2.554

1 0.002  1.23.5.x 2 0.003 31 0.050 214

18 0.029 20 0.032 10 0.016 107 0.171

84 0.135 936 1.500 7 0.011 1 0.002

1 0.002 18 0.029 3 0.005 107 0.171

7 0.011 121 0.194 77 0.123 996 1.596

68 0.109 11 0.018 29 0.046 41 0.066

3 0.005 40 0.064 163 0.261 701 1.123

1 0.002 134 0.215 29 0.046 24 0.038

4 0.006 17 0.027 766 1.228 2 0.003

135 0.216 65 0.104 12645 20.263 119 0.191

52 0.083 3 0.005 18 0.029 33 0.053

12 0.019 138 0.221 1 0.002 26 0.042

2 0.003 4 0.006 39 0.062 8 0.013

3 0.005 6 0.010 225 0.361 196 0.314

2 0.003 250 0.401 141 0.226 19 0.030

11 0.018 3 0.005 7 0.011 39 0.062

4 0.006 6 0.010 7 0.011 2 0.003

7 0.011 5 0.008 10 0.016 65 0.104

1.13.11.x 527 0.845 3 0.005 6 0.010 9 0.014

1.13.12.x 115 0.184 25 0.040 4 0.006 3 0.005

1.13.99.x 16 0.026 2 0.003 1006 1.612 124 0.199

1.14.-x 118 0.189 258 0.413 6 0.010 23 0.037

1.14.11.x 291 0.466 64 0.103 5 0.008 182 0.292

1.14.12.x 191 0.306 7 0.011 2 0.003 27 0.043

1.14.13.x 1611 2.582 7 0.011 1 0.002 4 0.006

1.14.14.x 1312 2.102 10 0.016 326 0.522 32 0.051

1.14.15.x 338 0.542 28 0.045 6 0.010 1 0.002

1.14.16.x 2 0.003 1 0.002 1 0.002 208 0.333

1.14.17.x 7 0.011 2 0.003 6 0.010 35 0.056

1.14.18.x 141 0.226 25 0.040 8 0.013 155 0.248

1.14.19.x 442 0.708 26 0.042 1167 1.870 3 0.005

1.14.20.x 70 0.112 3 0.005 222 0.356 49 0.079

1.14.21.x 43 0.069 176 0.282 2 0.003 13 0.021

1.14.3.x 1 0.002 5 0.008 43 0.069 75 0.120

1.14.99.x 233 0.373 1 0.002 36 0.058 43 0.069

37 0.059 21 0.034 20 0.032 67 0.107

1 0.002 2 0.003 3 0.005 162 0.260

1.16.5.x 1 0.002 91 0.146 4 0.006 198 0.317

1.16.8.x 3 0.005 44 0.071 20 0.032 8 0.013

1.16.9.x 1 0.002 29 0.046 1 0.002 1 0.002

117.-x 2 0.003 6 0.010 803 1.287 4 0.006

117.1.x 69 0.111 2 0.003 84 0.135 4 0.006

0.013 9 0.014 10 0.016 2 0.003

5 47 0.075 8 0.013 138 0.221 142 0.228

1.17.4x 25 0.040 137 0.220 9 0.014 7 0.011

117.5.x 13 0.021 26 0.042 108 0.173 7 0.011

117.7x 16 0.026 30 0.048 80 0.128 516 0.827

4 0.006 16 0.026 12 0.019 1 0.002

. 2 0.003 17 0.027 6 0.010 2 0.003

1.17.98.x 6 0.010 9 0.014 28 0.045 69 0.111

1.17.99.x 9 0.014 6 0.010 42 0.067 306 0.490

1.18.-.x 1 0.002 7 0.011 1 0.002 28 0.045

1.18.1.x 32 0.051 7 0.011 50 0.080 84 0.135

1.18.4.x 1 0.002 4 0.006 29 0.046 45 0.072

1.18.6.x 5 0.008 3 0.005 18 0.029 47 0.075

1.18.99.x 4 0.006 2 0.003 7 0.011 1 0.002

8 0.013 19 0.030 21 0.034 25 0.040

3 0.005 8 0.013 6 0.010 5 0.008

5 0.008 4352 6.974 2 0.003 25 0.040

12.1x 1157 1.854 28 0.045 1 0.002 4 0.006

122x 9 0.014 38 0.061 606 0.971 4 0.006

1.2.3x 94 0.151 0.002 91 0.146 8 0.013

1.2.4.x 51 0.082 1 0.002 73 0.117 36 0.058

1.2.5.x 27 0.043 3 0.005 161 0.258 12 0.019

1.2.7.x 48 0.077 55 0.088  3.5.5.x 96 0.154 17 0.027

1.2.98.x 4 0.006 4 0.006  3.5.99.x 54 0.087 45 0.072

1.2.99.x 9 0.014 10174 16.304  3.6.-.x 1 0.002 36 0.058

1.20.1.x 9 0.014 101 0.162  3.6.1.x 551 0.883 1 0.002

1.20.2.x 4 0.006 90 0.144  3.6.2.x 6 0.010 65 0.104
1.204.x 2 0.003 5 0.008  3.6.3.x 794 1.272
1.20.9.x 4 0.006 1732 2776 3.6.4.x 16 0.026
1.21.-x 1 0.002 186 0.298  3.6.5.x 4 0.006

Supplementary Table 4: The data set composition by EC-level 3.

n=1 n<5 n<10 n < 100 n > 100 Total
count % count % count % count % count % count
EC1 0 0.0 0 0.0 0 0.0 0 00 7 100 7
EC2 2 26 790 12 154 42 538 36 46.2 78
EC3 33 10.7 81 262 129 41.7 248 80.3 61 19.7 309
EC4 1593 253 4473 711 5571  88.6 6251  99.4 38 06 6460

Supplementary Table 5: The data set composition by size n of sub set and EC level.



EC number Train Samples Test Samples ~ EC number Train Samples Test Samples ~EC number Train Samples Test Samples EC number Train Samples Test Samples
l-xx 58 6 209 7 33xx 106 12 53.xx 341 21
Llxx 3569 161 12 1 34xx 151 8 54dxx 252 17
1.10.x.x 66 4 17 0 694 51 159 8
Lllx.x 148 7 8 0 1207 14 6 0
L12.x.x 26 1 3759 184 53 3 2 0
L13.x.x 419 65 3 0 75 11 4 0
L14.x.x 3793 259 48 1 10 0 101 1
1.16.x.x 42 0 9041 567 19 0 416 6
1.17.x.x 167 6 1570 79 6 0 527 54
L18x.x 44 0 577 20 1640 50 37 0
L19.x.x 10 0 129 4 1201 109 25 1
1.2.xx 1126 31 13217 726 119 8 4 0
1.20.x.x 15 0 338 13 142 7 30 1
1.21.x.x 48 7 9 0 10 1 36 0
1.23.x.x 10 2 3-xXx 5 0 22 1 8 0
13.xx 1077 60 3.1.xx 2092 149 4.7xx 2 0 32 0
332 18 3.10.xx 1 0 4.99xx 46 1 30 0
280 13 3.1lxx 1 0 5e-xx 5 0 55 0
216 5 3.13xx 10 2 5.lxx 264 13
186 6 3.2xx 387 17 5.2.xx 28 0
Supplementary Table 6: The data set composition after train/test split at EC-level 2.

EC number  Train Samples

Test Samples

EC number

Train Samples

Test Samples  EC number

Train Samples

Test Samples

EC number

Train Samples

Test Samples

58 6 1.21.-x 1 0 4 0 3.6.4x 11 1
25 0 1.21.1.x 10 0 1358 69 3 0
3220 141 1.21.21.x 1 0 141 6 53 3
40 0 1.21.3.x 25 3 67 4 Y6 11
176 15 1.21.4.x 2 0 577 20 10 0
1 0 1.21.98.x 3 2 122 3 17 0
33 6 2 2 0 2 0
1 9 2 5 1 6 0
1 1 0 2 0 1 0
7 18 1 964 10 1359 38
65 718 46 5 0 134 7
8 15 2 21 2 64 2
56 91 6 8 0 82 3
1.10.5.x 2 10 0 7 0 731 45
1.11-x 3 44 1 3 0 25 3
1.11.1x 104 120 3 60 0 435 60
1.11.2.x 41 9 0 22 1 10 1
1.12.1.x 10 52 1 135 2 1 0
1.12.2.x 1 3 0 23 0 79 3
1.12.5.x 2 101 3 669 5 18 1
1.12.7x 2 2 2 11278 706 17 4
1.12.98.x 8 6 0 19 0 4 0
1.12.99.x 3 182 12 1 0 142 7
1.13.-x 3 5 1 38 1 10 1
1.13.11.x 339 6 0 179 12 22 1
1.13.12.x 64 4 0 108 0 2 0
1. 13 1 0 7 0 46 1
1. X 99 22 0 6 0 5 0
1.14.11.x 55 2 0 9 0 3 0
1.14.12.x 150 202 12 5 0 86 7
1.14.13.x 1329 32 1 1 1 15 1
1.14.14.x 1123 7 0 746 46 140 5
1.14.15.x 303 6 0 9 0 20 0
1.14.16.x 2 10 0 1 0 4 0
1.14.17x 7 21 0 4 1 24 0
1.14.18.x 124 1 0 1 0 1 0
1.14.19.x 375 2 0 3.1.15x 1 0 168 5
1.14.20.x 3 23 1 3.1.16x 2 0 21 2
1.14.21.x 36 21 1 312x 223 15 113 9
1.14.3.x 1 2 0 31.21x 5 0 534x 3 0
1.14.99.x 186 150 3 3.1.26.x 5 0 5.3.99.x 35 5
1.16.1.x 37 1 0 3127x 8 0 54.1x 10 0
1.16.3.x 1 0 3.13x 951 73 54.2x 57 3
1.16.5.x 1 15 0 3.14x 104 8 5.4.3x 29 3
1.16.8.x 2 2 0 31.6x 7 0 5.44x 52 2
1.16.9.x 1 70 5 3.1.7x 20 4 5.4.99x 104 9
1.17-x 2 48 1 3.18x 4 1 59 8
1.17.1x 58 23 0 310.1x 1 0 6 0
1.17.2.x 8 16 0 311.1x 1 0 2 0
1.17.3.x 36 2 0 3131x 10 2 4 0
1.17.4.x 22 10 0 321x 358 12 1 0
1.17.5.x 13 15 0 322x 29 5 89 0
1.17.7.x 13 117 4 331x 6 0 5 1
1.17.8.x 3 21 0 100 12 6 0
1.17.9.x 1 18 2 5 0 416 6
1.17.98.x 5 10 0 43 1 22 3
1.17.99.x 6 17 1 17 0 58 5
1.18.-x 1 12 0 4 1 325 45
1.18.1.x 32 8 0 3 2 22 0
1.18.4.x 1 0 6 0 10 0 69 1
1.18.6.x 6 0 4 0 12 1 31 0
1.18.99.x 4 0 4 1 13 1 37 0
1.19.1.x 8 0 1.9.98.x 3 0 18 1 25 1
1.19.6.x 2 0 1.9.99.x 1 0 5 1 4 0
5 0 1.97.1.x 17 0 6 0 21 1
921 27 2--X 8 0 10 0 4 0
8 0 211lx 3698 183 5 0 5 0
69 1 2.1.2x 24 0 1 0 7 0
47 2 35 1 378 24 22 0
22 0 1 0 59 5 7 0
45 0 1 0 31 2 8 0
1 1 3 0 105 15 32 0
8 0 48 1 83 3 30 0
7 0 4 0 3.5.99.x 37 2 1 0
4 0 8887 561 3.6.1.x 440 13 54 0

2 0 84 4 3.6.2x 2 0

2 0 66 2 3.6.3x 751 0

Supplementary Table 7: The data set composition after train/test split at EC-level 3.



1 EC-level 1 analysis
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Supplementary Figure 1: Sampled (10%) intra-class MAP4 distances of unique reactants (a) and products
(b) participating in reactions in EC3. Transferases (2), lyases (4), and to a lesser extent hydrolases (3)
show lower mean distances compared to other classes. This confirms the findings of the visual inspection
carried out on the TMAP in Figure 2b and c. The existence of homogeneous clusters of molecules within
a class acts as an implicit feature, reducing the importance of the EC number token (explicit feature)
during training and might increase accuracy compared to other classes.



2 EC-level 2 analysis

The most represented subclasses at EC-level 2 are EC 2.7.x.x (transferases transferring phosphorus-
containing groups) with 24.5%, EC 2.3.x.x (acetyltransferases) with 16.8%, EC 1.1.x.x (oxidoreductases
acting on the CH-OH group of donors) with 8%, EC 2.1.x.x (transferases transferring one-carbon groups)
with 7.5%, EC 1.14.x.x (oxidoreductases acting on paired donors, with incorporation or reduction of
molecular oxygen) with 7.3%, EC 3.1.x.x (hydrolases acting on ester bonds) with 4.5%, EC 4.1.x.x
(carbon-carbon lyases) with 3%, EC 2.4.x.x (glycosyltransferases) with 2.9%, EC 4.2.x.x (carbon-oxygen
lyases) with 2.5%, and EC 3.6.x.x (hydrolases acting on acting on acid anhydrides) with 2.5%.
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Supplementary Figure 2: Data sources for the ECREACT data set. (a) The overall composition of the
data set by EC-level 1 and source. (b-e) Composition of the data by EC-level 1 imported from Brenda,
MetaNetX, PathBank, and Rhea, respectively. The large number of transferase-catalysed reactions im-
ported from PathBank reflects the high number of lipid pathways stored in the database.



Supplementary Figure 3: The distribution of samples at EC-levels 1 (corresponding to enzyme classes)
and 2, as well as EC-levels 2 and 3 of oxidoreductases (class 1), transferases (class 2), hydrolases (class
3), lyases (class 4), isomerases (class 5), ligases (class 6), and translocases (class 7), in the ECREACT
EC3 data set.
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Supplementary Figure 4: Class-wise accuracy for the forward model trained on EC3. (a) The top-k
prediction accuracies for each class show significant differences among classes caused by the number of
available samples per EC-level 3 category. The accuracy of (b) top-1, (c¢) top-2, and (d) top-5 predictions
per EC-level 3 category. Each dot represents an EC-level 3 subclass coloured by the number of test
samples N. Large EC-level 3 subclasses (red) greatly influence the performance of predicting transferase-
catalysed reaction (class 2) outcomes. Oxidoreductase-catalysed reactions (class 1) are distributed among
many EC-level 3 subclasses, causing a lower performance compared to other classes with fewer samples
overall.
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Supplementary Figure 5: Class-wise accuracy for the forward model trained on token scheme EC3 with
stereochemistry information removed. (a) The top-k prediction accuracy for each class. The
accuracy of (b) top-1, (c) top-2, and (d) top-5 predictions shown in detail. Each dot represents an EC-
level 3 category with a number of test samples > 1. The EC-level 3 subclasses are further stratified by
test sample size V. Removing all information related to stereochemistry leads to an increase in overall
accuracy from 49.6% to 55%. With the highest increase among isomerase-catylsed reactions (class 5) of
18.6% to 40%.
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Supplementary Figure 6: Class-wise accuracy for the forward model trained on token scheme EC3 with
EC numbers randomized within classes. (a) The top-k prediction accuracy for each class. The
accuracy of (b) top-1, (c¢) top-2, and (d) top-5 predictions shown in detail. Each dot represents an
EC-level 3 category with a number of test samples > 1. The EC-level 3 subclasses are further stratified
by test sample size N.
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Supplementary Figure 7: Class-wise accuracy for the forward model trained on token scheme EC3 with
EC numbers randomized across classes. (a) The top-k prediction accuracy for each class. The
accuracy of (b) top-1, (c¢) top-2, and (d) top-5 predictions shown in detail. Each dot represents an
EC-level 3 category with a number of test samples > 1. The EC-level 3 subclasses are further stratified
by test sample size N.
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Top-1 Accuracy [%]

Class Non-Randomized Randomized within Class _Randomized
Oxidoreductases 280 185 186
Transferases (2) 64.4 55.8 54.8
Hydrolases (3) 39.7 32.6 18.0
Lysases (4) 28.8 22.0 16.9
Isomerases (5) 18.6 8.5 0.0
Ligases (6) 32.3 33.9 8.1
Translocases (7) 100.0 100.0 100.0
Overall 49.6 413 38.3

Supplementary Table 8: Forward model accuracies with non-randomized and randomized EC numbers.

12



S—Fe* EC 1.14.15.x
+ 0O, + '|: é + H+ —_—
e-

n

e oy =

O (o8 (@) (on
g
jj\/\/ﬁ\ T/\/ )ol\/\/(l)l\ i i I :
- (0] —_— )J\/\/U\ /'\/\/NH +
07N N i o 0 N e
H H H
NH

NHg* NH

w

(0] (0]
EC 3.5.1.x )I\/\/
+ H,O —_— 0 y \‘)J\O'
NHy* NHg*

EC 3.8.1.x
5 CIMCI + HO ——> HO/\/\CI

o OH

EC4.2.1.x N=
6 + CN~ ——

o] EC5.2.1.x @\)i
—_—
o " o
OH OH
o o]
EC 6.3.2.x
8 OH + OH + ATP ———>
NH; NH
HO 2 2

Supplementary Figure 8: Examples of successful forward predictions. The reactions are catalysed by
(1) an oxydoreductase with reduced iron-sulfur protein as one donor, and incorporation of one atom of
oxygen, (2) aldehyde transferase, (3) an acetylornithine transaminase, (4) a N-acetyldiaminopimelate
deacetylase, (5) a haloalkane dehalogenase, (6) an (R)-mandelonitrile lyase, (7) a mandelate racemase,
and (8) an L-alanine-L-anticapsin ligase.
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Supplementary Figure 9: Class-wise accuracy for the backward model trained on EC3. (a) The top-k pre-
diction accuracies for each class (corresponding to EC-level 1) show significant differences among classes
caused by the number of available samples per EC-level 3 category. The accuracy of (b) top-1, (c) top-2,
and (d) top-5 predictions per EC-level 3 category. Each dot represents an EC-level 3 category coloured
by the number of test samples N. Large EC-level 3 subclasses (red) greatly influence the performance
of predicting transferase-catalysed reaction (class 2) outcomes. Oxidoreductase-catalysed reactions (class
1) are distributed among many EC-level 3 subclasses, causing a lower performance compared to other
classes with fewer samples overall.
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Supplementary Figure 10: Class-wise accuracy for the backward model trained on token scheme EC3
predicting the EC number only. (a) The top-k prediction accuracy for each class. The accuracy of (b)
top-1, (c¢) top-2, and (d) top-5 predictions shown in detail. Each dot represents an EC-level 3 category

with a number of test samples > 1.

The EC-level 3 subclasses are further stratified by test sample

size N. Given the high number of subclasses for oxidoreductases (class 1) on EC-level 3, it’s relatively
performance is in line with previous assumptions.
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Supplementary Figure 11: Class-wise accuracy for the backward model trained on token scheme EC3
with stereochemistry information removed. (a) The top-k prediction accuracy for each class. The
accuracy of (b) top-1, (c) top-2, and (d) top-5 predictions shown in detail. Each dot represents an
EC-level 3 category with a number of test samples > 1. The EC-level 3 subclasses are further stratified
by test sample size N.
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Supplementary Figure 12: The confusion matrix based on predicted EC numbers by the backward model.
The bars to the right of the plot show the number of samples per class.
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Supplementary Figure 13: The confusion matrix based on predicted EC numbers by the backward model
for EC-level 2. The bars right of the plot show the number of samples per EC-level 2 category. Comparing
the sample sizes with the respective accuracies shows the established pattern of subclasses with high
sample count having also higher accuracy.
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Supplementary Figure 14: Successful backwards predictions. The reactions are catalysed by (1) a cy-
clohexanone monooxygenase, (2) a glucuronosyltransferase, (3) a quorum-quenching N-acyl-homoserine
lactonase, (4) an aromatic-L-amino-acid decarboxylase, (5) an aldehyde-lyase, (6) an asparagine race-
mase, and (7) a peptide synthase.
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Supplementary Figure 15: Correlation between forward prediction accuracy and sample count in EC2

(a, b), EC3 (c, d), and EC4 (e, f).

We observe a significant correlation between sample size in token
schemes EC2 and EC3. The trend towards lower correlations in higher EC-level token schemes is caused

by a further reduction in test cases due to the selection of unique test products not found in the training
sets and the resulting hit-or-miss accuracies appearing as bands at 0 and 100% accuracy, respectively.
Increasing k results not only in increasing the accuracy but also in lowering the correlation.
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Supplementary Figure 16: Correlation between backward prediction accuracy and sample count in EC2
(a, b), EC3 (c, d), and EC4 (e, f). The trend towards lower correlations in higher EC-level token schemes
is caused by a further reduction in test cases due to the selection of unique test products not found in
the training sets and the resulting hit-or-miss accuracies appearing as bands at 0 and 100% accuracy,
respectively. Increasing k results not only in increasing the accuracy but also in lowering the correlation.
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Supplementary Methods

Attention Analysis

The analysis of the patterns in the attention weights of the Molecular Transformer provides insights on
the interpretability of these complex models and on potential biases [I]. In the case of reaction SMILES,
attention weights have shown to uncover complex reaction information with no supervision, such as atom
mappings [2].

In the forward fine-tuned molecular transformer, the connection between the reactants and en-
zyme components and the products is modelled via self-attention and multi-head attention in the en-
coder/decoder layers. Since the probability distribution over all prediction candidates is computed based
on the current translation state, summarised by the last multi-head attention and the output layer, we
focused our analysis on this last part of the decoder by considering only its attention weights.

We used relevant examples from the test set to analyse the patterns emerging from the mean attention
over the heads. Using these examples, we investigated attention weights focusing on EC-levels 1-3 of the
different heads. We started by analysing all reactions in our test set, focusing at a later stage on the
three most frequent enzymatic reaction classes (oxidoreductases, transferases, and hydrolases). Finally,
we analysed the correlation between the heads’ attention weights to inspect redundancy.

1
For EC-level analysis, we filtered weights greater than a noise threshold. The threshold was set to N

where IV indicates the number of tokens in the input. The value was determined by considering a baseline
where each output token uniformly attends all the input tokens, i.e., no specific focus. By masking certain
values, we have an appropriate metric to evaluate attention focus. If a token received weights lower than
or equal to the threshold, its value was automatically excluded from contributing to the mean calculation.
For the correlation analysis, we randomly selected 20 reactions for each class from which we extracted the
corresponding head weights. For each reaction, we computed pairwise Pearson correlations [3] between
the heads’ flattened attention matrices. The correlation matrices for each reaction were aggregated by
averaging the Fisher-transformed [4] correlation values. The resulting averaged correlation matrix was
then derived by anti-transforming the values using a hyperbolic tangent.

We analyzed the attention patterns across all reactions (see Supplementary Figure 17) and for the
most three representative enzymatic reaction classes: oxidoreductases, transferases and hydrolases (see
Supplementary Figure 20).

Specific heads focus their attention on the different levels of the EC token, while others attend the
complete enzymatic information, attributing comparable weights to all levels of the token. On average,
the heads pay more attention to the first two EC number levels and less to the third, causing levels 1
and 2 of the token to be primarily responsible for forward reaction prediction. The comparison of the
mean attention for oxidoreductases, transferases and hydrolases reactions (see Supplementary Figure 20)
reveals that the model captures variations in enzymatic reactions, focusing on different EC number levels
based on the reaction type.

Overall, oxidoreductases exhibit higher values on the enzymatic tokens compared to the others. In
contrast, transferases present low values, except for head 3, where the EC number class generally receives
higher weights in respect to the average. This explains why transferase data sets can be predicted with
only a slight loss of accuracy even when paired with wrong EC numbers. Hydrolases show more variation
in attention values, with the highest weight given to the EC-level 2 by head 3. Besides these differences,
head 3 always receives the highest attention values, while head 2 receives the lowest of all the reaction
classes considered.

In an attempt to capture similarities in attention patterns, we extended our analysis to consider
average correlations between the attention heads (see Supplementary Figure 19, details on the correlation
analysis can be found in the Methods Section). Attention weights for heads 3, 6 and 7 tends to focus
on single tokens (i.e., atoms and EC-levels) and exhibit highly significant correlation values (p3 ¢ = 0.78,
P37 = 0.65, pg.7 = 0.66), providing the inherent mapping between tokens/atoms in the reactants and
the ones in product. Heads 2 and 4, which tend to focus on the structurally larger group of tokens,
e.g., representing branches, show a weakly positive correlation (p2 4 = 0.33). This suggests that the two
heads are capturing distinct aspects of the enzymatic reactions while attending similar token lengths.
The remaining heads are uncorrelated, highlighting the existence of more complex attention patterns
captured by the model.

Supplementary Figure 18 shows a few representative examples of enzymatic reactions and the attention
relationship between the EC token levels and the tokens of the product. In all examples, the EC tokens
are related to the centre of the enzymatic reaction. Example (a) shows how level 3 of the EC token
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Supplementary Figure 17: Average attention received EC-level 1-3 tokens for each head in the last decoder
layer of the forward model considering all reactions in the test set. Although some heads focus on EC-
level 3, the majority focuses on EC-levels 1 and 2 stressing their importance in the prediction of the
enzymatic reaction outcome. The consistently high values computed for head 3 suggest its importance
in the prediction.

focuses on key features of the enzymatic reaction: the centre subject to nucleophilic substitution and the
token related to the configurational information. Example (b) reveals the connection between the EC
token and the centre of the nucleophilic addition as well as the introduced nucleophile. Finally, example
(c) reveals the connection between the EC token and the stereochemical centre undergoing inversion
of configuration. The analysis of the attention weights confirms the capacity of the forward Molecular
Transformer to use the EC token for discerning the enzymatic reaction centre while capturing enzymatic
reaction rules.
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Supplementary Figure 18: Analysis of the attention weights in the forward prediction models on reactions
(5), (6) and (7) from Supplementary Figure 8 ((a), (b) and (c) respectively). For each reaction, the
attention mapping between tokens representing EC numbers is highlighted in purple (reactant atom
tokens are connected using grey curves). The curve thickness is proportional to the attention weight
computed by the forward Molecular Transformer.
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Supplementary Figure 19: The correlation heatmap shows the similarity of the average attention weight
received by the heads on the last layer of the decoder of the forward model. Three highly correlated
heads (3, 6 and 7) emerge, highlighting preserved patterns among them (attention on single tokens).
Other heads, e.g., 2 and 4, show weakly positive correlations highlighting additional preserved patterns
(attention on larger groups of tokens). The remaining lower weights indicate the presence of specific
patterns that are captured only by specific heads.
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Supplementary Figure 20: Average attention on the EC-level 1-3 tokens for each head using test reactions
from the three most represented enzyme classes in the forward model: oxidoreductases (top), transferases
(middle), hydrolases (bottom). The difference in the distributions highlight peculiar aspects of each
class: oxidoreductases exhibit higher values, transferases relatively low ones, while hydrolases exhibit a
more pronounced variability. In general we can appreciate how head 3 shows consistently larger values,
unveiling its role in capturing enzymatic information.
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Additional Figures

Statistics for ground-truth reactions
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Supplementary Figure 21: Summarized depiction of the most relevant statistics for the curated biocatal-
ysed pathways from Finnigan [5]. In the scatter plot, each enzymatic reaction subclass at EC-level 3 is
represented as a point. On the x-axis, we report the percentage of reactions in ECREACT belonging to
the class. On the y-axis, we report a biased measure (between 0 and 100) for the EC-level 3 subclass,
calculated using the Jensen-Shannon divergence [6] in base 2 between the distribution of EC-level 4 reac-
tion subclasses and a baseline, defined as a uniform distribution of reactions in the EC-level 3 subclass.
The bias measure the diversity in the EC-level 3 subclass considered. The point size encodes the number
of EC-level 3 reaction subclasses reported in the set of enzymatic reactions from Finnigan [5]. Points are
coloured based on the capability of the Molecular Transformer to find a successful route for at least one
of the product considered. The depiction shows the high diversity of the reaction subclasses considered
in the data sets (bias higher than 70 for all subclasses) and the low sample size for most of the reactions.
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Supplementary Figure 22: Step-wise description of the tokenisation process. Starting from an enzymatic
reaction (top), a reaction SMILES representation is extracted (middle). The enzymatic reaction SMILES
is finally tokenised both at the atom level and at the EC level (bottom).
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Supplementary Figure 23: Detailed workflow of the retrosynthesis algorithm adapted from [7]. The hyper-
graph exploration algorithm combining two Molecular Transformer models for forward and backward
predictions is extended to handle EC level information at each disconnection predicted by the model

encoding it as a reaction class.
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