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Sink Rate Statistical Modeling Approach and Results 
The Gaussian GLMM was implemented using weakly informative regularizing priors (Lemoine 
2019, Ott et al 2021). The random effect structures (intercepts-only) included in the GLMM was 
the identity of the 51 unique trial pair to account for any trail-specific heterogeneity or correlation 
not accounted for by the model. Model convergence was assessed using parameter-specific 
diagnostics such as multiple chain rank plots, bulk and tail effective sample size metrics and a 
rank-based Rhat statistic (Vehtari et al 2021). Further evaluation of the model fit was assessed 
using graphical posterior predictive checks (Gelman et al 2014, Gabry et al 2019). The posterior 
samples for the fitted GLMM were sourced from 4 chains and 2000 iterations after a warmup of 
1000 iterations per chain. The posterior for each treatment-specific estimate comprised 4000 
samples or draws, where treatment is a 2-level factor comprising experimental or control hooks. 
Those draws were then summarized as the posterior mean and highest posterior density 
intervals (HDIs) (Kruschke & Liddell 2018) using both the tidybayes package for R (Kay 
2020a) and the stat_halfeye() function from the ggdist package for R (Kay 2020b). This 
summary display, showing both the full posterior distribution of each parameter, coupled with 3 
posterior summary metrics (mean, 80% HDI, 95% HDI), which supports a precise form of 
communicating parameter uncertainty (van der Bles et al. 2019). The posterior ratio (and 95% 
HDI) based on 4000 posterior draws for the 2 densities was then used to assess any apparent 
difference between the 2 hook treatments (control, experimental) The posterior ratio summary 
was also included in the expected hook treatment effect summary plot. The ggplot2 (Wickham 
2016) and colorspace (Zeileis et al 2020) packages for R were used for the summary 
graphics. 
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Figure S1. Bottle test design to estimate elapsed time for a control hook on a conventionally-
designed branchline with a 45 g swivel located 69 cm from the hook (left) and an experimental 
weighted hook on a branchline without a weighted swivel (right) to sink to 85 cm, showing the 
position of branchlines once hooks have reached 85 cm. 
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Figure S2. Posterior predictive check tests for 1000 randomly selected draws from the GLMM with Gaussian 
likelihood fitted to the sink elapsed time data. Panel A shows the posterior predictive check for the response 
variable (time to sink to 85 cm depth) where the solid curve (y) is the density curve summarizing the observed 
sink data while the mass of curves (yrep) are 1000 model-based simulations of the expected sink elapsed time. 
Panel B shows check for the maximum sink elapsed time where the solid green line shows the maximum of the 
observed data, and the light green histogram summarizes 1000 simulations of the expected or predicted 
maximum for the fitted model. Panel C shows a check for 2 key summary parameters (mean and standard 
deviation of the observed sink data) where the solid dot = observed bivariate estimate and the mass of dots 
(T(yrep)) are the bivariate estimates for the 1000 model-based simulations. All check tests show that the model 
was an adequate fit to these data and therefore appropriate for inference. 
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