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Figure S44: Correlation of the models on dataset Arita2018. The best model is framed
with a blue border, models that were significantly different to the best model are not
shown. Statistical significance was tested using a DelLong test.
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Figure S45: Correlation of the models on dataset Carvalho2018. The best model is
framed with a blue border, models that were significantly different to the best model are
not shown. Statistical significance was tested using a DelLong test.
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Figure S46: Correlation of the models on dataset Hosny2018A. The best model is
framed with a blue border, models that were significantly different to the best model are
not shown. Statistical significance was tested using a DelLong test.
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Figure S47: Correlation of the models on dataset Hosny2018B. The best model is
framed with a blue border, models that were significantly different to the best model are
not shown. Statistical significance was tested using a DelLong test.
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Figure S48: Correlation of the models on dataset Hosny2018C. The best model is
framed with a blue border, models that were significantly different to the best model are

not shown. Statistical significance was tested using a DelLong test.
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Figure S49: Correlation of the models on dataset Ramella2018. The best model is
framed with a blue border, models that were significantly different to the best model are
not shown. Statistical significance was tested using a DelLong test.
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Figure S50: Correlation of the models on dataset Lu2019. The best model is framed with
a blue border, models that were significantly different to the best model are not shown.
Statistical significance was tested using a DelLong test.



Correlation on Sasaki2019

LDA

V
AUC:0.54 (p=0.067) | AU 22
#Features: 1
Auc-ogimoosz T
oo o) [ AUCRE 8
AUC:0.66 (p=0.936)
#Features: 4
0.14 0.35
RBF-SVM AUC:0.63 (p=0.578) AUC:0.62 (p=0.497)
#Features: 8 #Features: 4
0.44 0.35
Random Forest AUC:0.62 (p=0.407) AUC:0.61 (p=0.398)
res: 64 #Features: 4
0.32 0.28 0.38
SVM AUC:0.59 (p=0.342) AUC:0.56 (p=0.104) | AUC:0.56 (p=0.09)
Features: 32 #Features: 1 #Features: 2
0.44 0.35
XGBoost AUC:0.65 (p=0. AUC:0.63 (p=0.547) | A
res: 64 #Features: 4 ea s

1
~
N

Logistic Regression

25

Z
(e}
e
=
i
o
3

o
'S
N

Naive Bayes

2¢

Z
(e}
S
s
4
o
3

o
~
N

Neural Network

&
i
iz
28

E

Figure S51: Correlation of the models on dataset Sasaki2019. The best model is framed
with a blue border, models that were significantly different to the best model are not
shown. Statistical significance was tested using a DelLong test.
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LDA

Logistic Regression
Naive Bayes
Neural Network
RBF-SVM

Random Forest
SVM

XGBoost

N Q®
N &

Figure S52: Correlation of the models on dataset Toivonen2019. The best model is
framed with a blue border, models that were significantly different to the best model are
not shown. Statistical significance was tested using a DelLong test.
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Figure S53: Correlation of the models on dataset Keek2020. The best model is framed
with a blue border, models that were significantly different to the best model are not
shown. Statistical significance was tested using a DelLong test.
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Figure S54: Correlation of the models on dataset Li2020. The best model is framed with
a blue border, models that were significantly different to the best model are not shown.
Statistical significance was tested using a DelLong test.



Correlation on Park2020

LDA

Logistic Regression
Naive Bayes
Neural Network
RBF-SVM

Random Forest
SVM

XGBoost

O N ]
1) N &
\yfo N N

Figure S55: Correlation of the models on dataset Park2020. The best model is framed
with a blue border, models that were significantly different to the best model are not
shown. Statistical significance was tested using a DelLong test.
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Figure S56: Correlation of the models on dataset Song2020. The best model is framed
with a blue border, models that were significantly different to the best model are not
shown. Statistical significance was tested using a DelLong test.
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Figure S57: Correlation of the models on dataset Veeraraghavan2020. The best model
is framed with a blue border, models that were significantly different to the best model
are not shown. Statistical significance was tested using a DeLong test.







