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Reviewer Comments to Author: 

I made minor notes on improving the writing on the manuscript. In a few places, where I could not 

figure out what you meant that has been noted. 

Generally, the writing was imprecise. Your meaning of confounds was not clear to me. You say "MRI 

biomarkers of brain aging may be nothing more than expensive measurements of head motion." which 

can mean that using a feature for head motion will be utilizing a confound. Of course, the head motion 

will affect many measured image features also. I think you would mean both. It would be helpful to have 

a nice, clear description of what you intend to address. You say "procedures need to be adapted to 

predictive-modelling settings" when talking of confound removal in statistics. Yet, statistics underlies (in 

one way or another) arguably all learned predictive models. The sentence "For this we introduce 

confound-isolating cross-validation, sampling test sets in which the effect of interest is independent 

from the confounding effect." was not helpful. Later we can see you try to get a test set without a 

confound (assuming you realize there may be one). 

On page 2, notation gets confusing. You do not tell us what p is. Usually, it would be features. Then z in 

R^n is trying to say a dimensionless confound is in all the examples, I think. Needs clarity. Trying to look 

at confounds in CV is interesting especially if it enables good performance on unseen sources (which in 

medical data can be very challenging unless you have a diverse training set, which I assume you well 

know but want to note a perspective). When you talk of re-balancing the data, that is in the case that 

the confound is highly imbalanced data where predicting the majority class all the time is very accurate, 

but not useful? When you talk about target population at the bottom of page 2, you mean test 

population? Seems obvious that if train/test are exactly the same then you have to remove confounds 

from both, but your comment is unclear when discussing [20]. 

For Algorithm 1 and 2, the features (p) are missing. If not an oversight, needs explanation. Why 4 

subjects to discard vs. 2, 3, etc.? What are i and i-1 in the equation for z in column 2 on page 4? When 

you talk about multi-modal MRI data, I think you mean multi-sequence. 

Your figures are hard to read. MAE for UKBB is low, but you say it is worse than chance. I think you mean 

something else. Figures 5 and 7 need better explanation in the text to convince us you have really 

achieved your goals. 

Don't know what you mean by: Using deconfounding to condition on a putative confound z help 

isolating causal links between the data X and the prediction target y, when z is a common cause of X and 

y. 

Overall, identifying confounds and removing them when doing cross validation can be useful. It is not 

clear to me what kinds of confounds you can find. Different machines for two classes? Motion (seems so 



as it is an example)? Sequence differences for classes? Etc. A good, clear takeaway of the impacts and 

limits would help (yes I know you have done something on this, but it left questions). 
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report to be made available under an Open Access Creative Commons CC-BY license 
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