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ABSTRACT Splicing cascades that alter gene products posttranscriptionally also affect expression dynamics. We study a
class of processes and associated distributions that emerge frommodels of bursty promoters coupled to directed acyclic graphs
of splicing. These solutions provide full time-dependent joint distributions for an arbitrary number of species with general noise
behaviors and transient phenomena, offering qualitative and quantitative insights about how splicing can regulate expression
dynamics. Finally, we derive a set of quantitative constraints on theminimum complexity necessary to reproduce gene coexpres-
sion patterns using synchronized burst models. We validate these findings by analyzing long-read sequencing data, where we
find evidence of expression patterns largely consistent with these constraints.
SIGNIFICANCE UnderstandingmRNA transcription requires an arsenal of tractable and versatile Markovmodels. Bursty
transcription is ubiquitous in mammalian cells; however, only a few such systems have beenmathematically characterized.
We expand their scope and present full probabilistic solutions for bursty transcription at multiple, potentially synchronized,
gene loci, coupled to arbitrary directed acyclic graphs of splicing. We use these general results to derive quantitative
constraints on transcript count correlations, motivate physically plausible classes of burst models, and validate the
constraints using single-cell sequencing data.
INTRODUCTION

Recent advances in the analysis of single-cell RNA
sequencing (scRNA-seq) (1) enable the quantification of
pre-mRNA molecules alongside mature mRNA. These
experimental data provide an opportunity to infer the topol-
ogies and biophysical parameters governing the processes of
mRNA transcription, processing, export, and degradation in
living cells. In particular, they provide a novel approach to
inferring and studying the dynamics of mammalian splicing
cascades (2).

Faced with the enormous volume of genome-wide infor-
mation accessible through this technology (3), we seek to
produce models that can represent their data-generating
mechanism. If the model matches the physiology, fits can
be physically interpreted in terms of biological parameters,
analyzed using standard Bayesian machinery, and enor-
mously compress data sets by representing thousands of
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observations by a few parameters. The choice of models is
informed by a variety of considerations: physiologically
plausible mechanisms based on orthogonal experiments,
the form and granularity of the data, phenomenological
observations that we strive to explain, and computational
tractability. In this section, we use these considerations to
circumscribe the scope of investigation.

We leverage the past two decades of fluorescence tran-
scriptomics to develop consistent models. Results from
live-cell profiling are consistent with Markovian dynamics;
in vivo reactions, such as mRNA transcription and degrada-
tion, are well described by memoryless models dependent
only on the instantaneous molecule counts (4,5). This also
appears to be the most general class of models that affords
straightforward analytical and numerical recipes; as we
discuss in section S6, the complementary class of delay
master equations, which encode molecular memory, resists
systematic analysis at this time. If we do adopt the assump-
tion of memorylessness, previous experiments immediately
offer plausible models for transcriptional dynamics:
mRNA transcription occurs in bursts of activity (6,7), with
geometrically distributed bursts prevalent in bacterial and
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mammalian cells. We treat the problem in more generality,
considering arbitrary burst distributions, which are manda-
tory for describing coexpression. Since our methods are de-
signed for scRNA-seq, we omit all mechanistic discussion
of regulation: feedback is usually modeled through protein
interactions (8,9). Joint quantification of mRNA and pro-
teins is in its nascence, and requires targeted antibodies, pre-
venting genome-wide quantification (10–12). Thus, we omit
stochastic regulation, although we propose that some of our
results can be used to describe deterministic regulation
without feedback.

Commercially available scRNA-seq data are intrinsically
discrete: they report integer counts of molecular barcodes in
each cell (13). To fit these counts, we need to solve for state
probabilities induced by the chemical master equation
(CME), which formalizes probability flow between micro-
states representing copy numbers. In the most general
form, the CME is an infinite series of ordinary differential

equations represented by the matrix equation dpðtÞ
dt ¼

ApðtÞ, where p is a vector of probabilities and A encodes
the state-specific fluxes; the form of the equation, dependent
only on pðtÞ rather than any history, encodes the Markov
property of memorylessness. The scRNA-seq protocols
also provide base-level information, which can be used to
identify specific transcripts. Inspired by the RNA velocity
framework, which quantifies unspliced RNA along with
mature, coding transcripts to infer regulatory dynamics
(1), we seek to lay the groundwork for more general prob-
lems: the microstates represent joint copy-number quantities
of intermediate transcripts with various introns. We do not
treat the specifics of technical noise arising from the
sequencing chemistry (14) and bioinformatics (15),
although our solutions are modular with respect to simple
noise models (16).

We would like to use physical models to encode the full
scope of available data, particularly gene-gene correlations.
At this time, the modeling field either uses single-gene results
(treating the marginals and omitting correlations altogether)
(17,18) or explicitly treats small systems (explaining correla-
tions using concrete, usually autoregulatory schema) (19,20),
whereas the sequencing field uses fully phenomenological
descriptions (omitting mechanistic details of coupling)
(21–23). We seek a middle ground that retains mechanistic
interpretability, but offers straightforward, physically
informed, and tractable recipes for representing gene-gene
correlations. Finally, scRNA-seq data are particularly
appealing because they can provide genome-wide informa-
tion about numerous cell types and transient processes. We
describe a procedure to treat random and deterministic vari-
ation in gene parameters, extending and unifying conven-
tional models for extrinsic cell-to-cell noise (24), cell-type
heterogeneity (17), and cell-cycle dynamics (25).

To enable inference, the solutions must be computation-
ally facile. In principle, the CME can always be solved by
matrix exponentiation: the solution is simply pðtÞ ¼
pð0ÞeAt. However, this approach does not scale very well:
if the state space size is truncated toN , the matrix exponen-
tial has N 3

time complexity. Although reformulating the
problem can ameliorate this—for example, by tensor
decomposition (26,27) or treating the CME in terms of the
reaction counts (28)—these approaches are poorly compat-
ible with bursty systems, which can have an infinite number
of possible reaction channels, corresponding to the infinite
support of the burst distribution. More problematically,
these numerical methods are not amenable to treating
simpler subproblems. For example, finding lower moments
or computing a single marginal requires solving the entire
system, then summing probabilities, so the method
complexity is far out of proportion with the difficulty of
the problem. On the other hand, true analytical solutions
are unavailable for any but the simplest problems, such as
constitutive transcription. Inspired by methods in biological
and financial stochastic analysis (29,30), we seek to write
down generating function solutions that can be evaluated
using well-established algorithms, such as numerical quad-
rature and the fast Fourier transform.

Therefore, we seek to solve systems characterized by the
reactions in Eq. 1. We define a set of n transcripts fT ig,
whose abundances are represented by the count variables
m1; .; mn :¼ m. The ‘‘parent’’ transcripts are produced
with bursts of size Bi; by intron splicing, they are converted
to downstream products and eventually degraded. The
splicing reactions can be naturally represented by a directed
graph, a discrete structure that encodes causal relationships
between states, defined as transcripts in our case. At least
one of cij and cji must be zero, encoding the intuition that

splicing is irreversible and a shorter transcript cannot turn
into a longer one. This constraint implies that it is impos-
sible to leave a transcript T i and return to it by the process
of splicing: the reactions encode an acyclic digraph or
directed acyclic graph (DAG) (31,32).
B/
ki
Bi � T i with the propensity ki

T i /
ci0

B with the propensity ci0mi

T i /
cij T j with the propensity cijmi:

(1)

METHODS

In this section, we take a modular approach to the CME, and describe how

to construct tractable solutions to systems defined by Eq. 1, with the DAG

constraint. As outlined in the discussion of scope, we are interested in broad

classes of models, and focus on strategies for developing highly general

solutions.

The section is organized as follows. For each class of phenomena, we

introduce and solve its most general modular formulation, but limit the

other system components to their simplest form: for general splicing

graphs, we discuss geometric bursts; for more complex burst models, we
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discuss only a single RNA species. Finally, we describe specific examples,

and use the results derived from the general solution to provide qualitative

results and constraints.
Definition of the CME

To solve the systems described by Eq. 1, we need to encode them in a CME,

which describes probability flux between microstates. We suppose the sys-

tem has n species, with counts m1;.; mn :¼ m. The random variables

describing the distributions over counts are fXig, with joint probability

mass function (PMF) Pðm; tÞ. The reactions in Eq. 1 naively correspond

to the following fluxes for each species i:

Rtx;i ¼ ki

"Xmi

z¼ 0

pi;zPðmi � z; tÞ � Pðmi; tÞ
#

Rdeg;i ¼ ci0½ðmi þ 1ÞPðmi þ 1; tÞ � miPðmi; tÞ�
Rsplic;ij ¼ cij

�
ðmi þ 1ÞP

�
mi þ 1;mj � 1; t

�
� miP

�
mi;mj; t

��
:

(2)

For convenience of notation, Eq. 2 omits the indices of species not

involved in a particular reaction. The derivation is provided in section

S1.1. The full master equation takes the following generic form:

dPðm; tÞ
dt

¼ Rtx þ
Xn
i¼ 1

"
Rdeg;i þ

Xn
j¼ 1

Rsplic;ij

#
; (3)

i.e., the net flux into any state is the sum of contributions from all reac-

tions for all species. If the burst processes are mutually independent, they

can simply be added to yield Rtx ¼
P

iRtx;i, but this is not true in general.

Unfortunately, in all but the simplest cases, the PMF is unwieldy to manip-

ulate. Therefore, we convert the CME to the corresponding probability

generating function (PGF) Gðx1;.; xn; tÞ :¼ Gðx; tÞ:

Gðx; tÞ : ¼
X

m1;.;mn

xm1

1 .xmn
n Pðm; tÞ: (4)

If we suppose the burst processes are independent, this partial differential

equation (PDE) takes the following form:

vGðx; tÞ
vt

¼
Xn
i¼ 1

kiðFiðxiÞ� 1ÞGþ
Xn
i¼ 1

ci0ð1� xiÞ
vG

vxi

þ
Xn
i;j¼ 1

cij
�
xj � xi

� vG
vxi

;

(5)

where Fi is the PGF of the burst random variable Bi. The derivation of this

PDE is provided in section S1.2. It is generally easier to treat the logarithm

of G; applying the transformations ui :¼ xi � 1 and 4 :¼ lnG yields the

equation:

v4ðu; tÞ
vt

¼
Xn
i¼ 1

kiðMiðuiÞ� 1Þ �
Xn
i¼ 1

uici0
v4

vui

þ
Xn
i;j¼ 1

�
uj � ui

�
cij

v4

vui
;

(6)

where MiðuiÞ ¼ Fið1þuiÞ is the appropriate transformation of the burst

PGF. To compute Pðm;tÞ, we can evaluateGðx; tÞ around the n-dimensional

unit sphere and take an inverse fast Fourier transform (30,33).
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Certain CMEs are isomorphic to SDEs

Before treating the discrete system defined by Eq. 2, we need to establish a

crucial connection to a set of stochastic differential equations (SDEs), al-

lowing us to use SDE tools to solve CMEs. Specifically, it is possible to

treat Xi as a random variable with the distribution PoissonðLiÞ, where Li

is the intensity of the discrete process. In the general multivariate case,

the following identity can be used to relate a set of stochastic processes

L1;.;Ln with joint distribution FL1 ;.;Ln
to the solution of the CME

(5,17,34,35):

Pðm; tÞ ¼
Z Yn

i¼ 1

e�LiLmi
i

mi!
dFL1;.;Ln

: (7)

The Poisson representation was introduced by Gardiner (5,35), and suc-

cessfully applied to modeling regulated gene loci (9,36,37). This represen-

tation is always viable, but does not guarantee that the law of Li is a

probability: for example, if the variance of marginal random variable Xi

is lower than its mean, some probability densities must be negative. Never-

theless, in some cases, we can define a relationship between the CME and

the ‘‘proper’’ probability laws of SDEs. If the distribution of burst sizes is a

Poisson mixture, we can write it down as an equivalent L�evy jump process;

for example, the geometric burst size distribution is an exponential-Poisson

mixture, and may be interpreted as the Poisson mixture of the underlying

compound Poisson process with exponential jumps. This class of models

has previously been invoked to explain high trajectory variation observed

in living cells (38–40). Thus, if species i undergoes jumps governed by

the process Li;t, the three prototypical reactions in Eq. 1 take the following

form in the continuous worldview:

dLi ¼ dLi;t �Li

Xn
j¼ 0

cijdt þ
Xn
j¼ 1

cjiLjdt; (8)

where the left-hand term denotes the evolution of the process, the first

term on the right-hand side represents bursting, the second term represents

efflux by isomerization and degradation, and the third represents influx

by isomerization. If dLi;t ¼ kidt, this formulation recovers the deterministic

reaction rate equations and the well-known Poisson form for constitutive

production (34).

This representation has three features that are occasionally useful to solv-

ing CME systems. The first is theoretical: the standard properties of Poisson

mixtures mean that the moment-generating function (MGF) of the SDE is

simply Gðx � 1; tÞ, allowing easy conversion between the two (41,42).

Therefore, CME solutions can be used as SDE solutions and vice versa;

although we discuss the CME, the solutions generalize to classes of contin-

uous-valued stochastic models explored in the biological (38) and financial

(43) literature.

The second feature is qualitative: if the solution to an SDE is available,

we can draw conclusions about the isomorphic CME without actually hav-

ing to solve this CME. For example, the CME in Eq. 9 is isomorphic to the

SDE in Eq. 10, as they share the generating function in Eq. 11 (17,44):

dPðm; tÞ
dt

¼ k1
Xm
z¼ 0

�
pz;1Pðm� z; tÞ�Pðm; tÞ

�
� g½ðmþ 1ÞPðmþ 1; tÞ�mPðm; tÞ�

(9)

dL ¼ dLt � gLdt (10)
� �gt
�k1

g

Gðu; tÞ ¼ 1� bue

1� bu
; (11)
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where we suppose the burst distribution is geometric with mean b, the

jump distribution is exponential with mean b, bursts arrive according to a

Poisson process with rate k1, the degradation rate is g, and the process

begins at L ¼ X ¼ 0. L1 is the gamma Ornstein-Uhlenbeck process

(29,43–45). Inspired by a highly general result for constitutive transcrip-

tion, which states that Poisson distributions always remain Poisson for a

birth-death process (34), we may reasonably ask whether equivalent results

are available for bursty processes. This intuition turns out to be incorrect,

and straightforward to disconfirm using SDE results: Gðu; tÞ is not the

gamma MGF, so the distribution of the process is not gamma for any finite

t˛ð0;NÞ—although it does approach a gamma law exponentially fast (44).

Therefore, the corresponding Poisson mixture is not simply a time-varying

negative binomial, and adopting such a model to describe gene expression

over time (46) is theoretically problematic.

The third feature is quantitative: the Poisson representation facilitates

analysis, both in the notation and the computation. The variance V½Xi�
of the CME is simply given by V½Li� þ E½Li�, allowing for a more

compact representation. Finally, since the generating functions do not

assume that the entire system is discrete or continuous, we can use the

classes of solutions explored throughout this report to solve hybrid sys-

tems, with the transcription rate of a CME governed by an SDE.

For example, if the transcription rate is given by the gamma Ornstein-

Uhlenbeck process, we can solve the hybrid SDE-CME system by append-

ing a ‘‘virtual’’ discrete species that undergoes bursty transcription and

splicing (47).
General splicing graphs have analytical solutions

In this subsection, we treat the solutions of CMEs induced by general

splicing DAGs. For simplicity, we enforce Eq. 6 holds: all burst processes

are independent.

We need to solve Eq. 6, a PDE in n complex variables and one time var-

iable. This is impossible in general. However, using the method of charac-

teristics (30,48,49), we can reduce the PDE’s complex degrees of freedom

to n particularly simple coupled ordinary differential equations, which can

be represented by a matrix equation:

dU

ds
¼ CU s:t:Uðs ¼ 0Þ ¼ u; (12)

whereC is amatrix containingCij ¼ cij for all isj andCii ¼ �
Pn

j¼1cij � ci0.

We can compute the characteristics by spectral decomposition:

Uiðu; sÞ ¼
Xn
j¼ 1

e�rjs
�
V ,Diag

�
V�1u

��
ij
:¼

Xn
j¼ 1

e�rjsAijðuÞ;

(13)

where rj are the (strictly nonnegative) eigenvalues of �C and each column

of matrix V contains an eigenvector of C. The derivation of this solution

procedure is provided in section S2. Once the functional form of Ui is avail-

able, it is straightforward to compute the solution of Eq. 6 by quadrature:

4ðu; tÞ ¼
Z t

0

Xn
i¼ 1

kiMiðUiðu; sÞ� 1Þds: (14)
Moments of the splicing graph solutions are tractable by
matrix operations

To discuss specific results, such as the correlations between transcripts, we

assume that exactly one parent transcript exists, and all other transcripts are

produced from it by splicing. Consistently with the conventional model

(25,30,50) we assume it is produced in geometrically distributed bursts.
This corresponds to defining T 1 as the parent transcript and setting

M1ðu1Þ ¼ Mðu1Þ ¼ 1
1�bu1

in Eq. 6, with all kj; jsi defined as zero.

To analyze this system, we rewrite Eq. 13 in terms of its marginal

components:

U1ðu; tÞ ¼
Xn
i¼ 1

uijiðtÞ s:t:ji ¼
Xn
k¼ 1

ai;ke
�rks: (15)

This form is most convenient for analyzing the summary statistics of a

few marginals at a time. If the spectral decomposition is available, convert-

ing to this representation amounts to evaluating the coefficient matrix A

once: ai;k ¼ A1kðdijÞ ¼ ðV,DiagðV�1dijÞÞ1j , where dij is the Kronecker

delta vector with a 1 in position i and 0 elsewhere.

The moments of the marginal distribution of species i can be computed

directly from the derivatives of the marginal MGF of the formal continuous

system with all complex arguments in u set to zero. We begin by consid-

ering U1 as the sum in Eq. 15. To marginalize with respect to all jsi, we

simply set all uj to zero, obtaining U1 ¼ uijiðtÞ. To compute the lower mo-

ments of a single species, we take the derivative with respect to ui and eval-
uate it at ui ¼ 0 with the help of Eq. 15:

E½Li� ¼ e4
v

vui
k1

Z N

0

�
1

1� buijiðsÞ
� 1

	
ds







ui ¼ 0

¼ k1b

Z N

0

jiðsÞds ¼ k1b
Xn
k¼ 1

ai;k
rk
: (16)

Per the standard properties of mixed Poisson distributions (41), the value

of mi is identical for the underlying continuous process and the derived

discrete process.

The covariances can be computed directly from the derivatives of the

marginal PGF with uq ¼ 0 for all qsi; l. By construction, U1ðui; ul; sÞ ¼
uijiðsÞ þ uljlðsÞ, where each c is the exponential sum corresponding to

the marginal of the species in question. Taking the partial derivatives yields

the following equation:

CovðLi;LlÞ ¼ 2k1b
2
Xn
j;k¼ 1

ai;jal;k
rj þ rk

: (17)

From standard identities, the covariance of a mixed bivariate Poisson dis-

tribution with no intrinsic covariance forcing is identical to the covariance

of the mixing distribution (41). The marginal variances can be found by

plugging in l ¼ i, and the standard properties of Poisson mixtures (41)

allow conversion to the discrete domain, with V½Xi� ¼ V½Li� þ mi. Since

mixing decreases variance but not covariance, the correlation coefficient

of the discrete system will always be lower than that of its continuous or

hybrid analog. These lower moments are straightforward to compute, but

do not appear to have an easily amenable analytical form for general graphs.
General burst distributions are tractable and
encode physics with no free parameters

The relevance of CME to modern transcriptomic experimental data is

tempered by the simplicity of tractable models. The model we have pre-

sented so far can describe the splicing cascade of a single gene, but does

not naturally extend to multigene networks. Yet we know that genes often

belong to coexpression modules that are identifiable by similarity metrics

(2,21,23). Therefore, we are faced with the challenge of integrating multi-

ple genes in a physically meaningful way.

Instead of building intractable ‘‘top-down’’ models that encode complex

networks (51), we may build ‘‘bottom-up’’ models that extend analytical
Biophysical Journal 121, 1056–1069, March 15, 2022 1059
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solutions. For example, we can consider sets of synchronized genes that

experience bursting events at the same time. This model represents the

bursty limit of multiple genes with transcription rates governed by a single

telegraph process, up to scaling; a conceptually similar model has previ-

ously been used to describe correlations between multiple copies of one

gene (52). This model retains the appeal of physical interpretability—for

example, gene modules may be regulated by the same molecule—but

does not excessively complicate the mathematics, and offers an incremental

step toward more detailed descriptions.

For convenience of notation, we omit any discussion of the details of the

downstream splicing networks, as the results derived above hold with no

change. We have thus far assumed the Rtx;i in Eq. 2 are independent, i.e.,

their bursts are unsynchronized. However, more sophisticated models can

be built, and encode gene-gene correlations. Most generally, the differential

of the log-PGF in Eq. 6 takes the following functional form:

v4ðu; tÞ
vt

¼
Xn
‘¼ 1

Xu
q¼ 1

k‘;q
�
M‘;qðUðu; tÞ Þ � 1

�
: (18)

The full derivation is provided in section S1.4, and relies on iterative

application of Cauchy products to conditional PGFs. This rather formal

expression states that up to n species in the system may be cotranscribed

in a single module. For a particular module of ‘ genes with synchronized

transcription times, there are u ¼
�
n
‘

�
possible combinations of species

that can be cotranscribed, indexed by q. The independent case emerges

from setting all k‘;q to zero for ‘>1. The vector defining U1;.;Un :¼ U

is modular, as it is independent of bursting dynamics.

Example: Two-promoter bursty model, no synchronization

To begin, consider a system with two independent promoters that fire reac-

tions B/
k1;1

B1 � T 1 and B/
k1;2

B2 � T 2. If T 1 can be converted to T 2, this

model can describe an internal promoter (53) that generates molecules that

cover only a part of the gene. In this formulation, the following special case

of Eq. 6 holds:

v4ðu; tÞ
vt

¼ k1;1ðM1ðU1ðu; tÞÞ� 1Þ þ k1;2ðM2ðU2ðu; tÞÞ� 1Þ:

(19)

In the parlance of Eq. 18, we set n ¼ 2 and k2;1 ¼ 0. Therefore, the sta-

tionary log-PGF takes the simple form:

4ðu; tÞ ¼
Z t

0

½k1;1ðM1ðU1ðu; sÞÞ� 1Þ

þ k1;2ðM2ðU2ðu; sÞÞ� 1Þ�ds;
(20)

i.e., the joint distribution of RNA can be obtained with a single applica-

tion of quadrature.

If U1 and U2 are disjoint (e.g., T 1 and T 2 are products from

two different genes), this expression reduces to the trivial case 4ðuÞ ¼
41ðu1Þ þ 42ðu2Þ: intuitively, independent transcription processes pro-

duce statistically independent distributions. If only a single parent tran-

script exists (U1 ¼ U2 ¼ U), the model can represent a particular class

of multistate promoters with two distinct short-lived active states, reca-

pitulating the unsynchronized model in section S1.3. Finally, if the burst

distributions are identical (M1 ¼ M2 ¼ M), the system becomes equiv-

alent to a one-locus system with burst frequency k1;1 þ k1;2. This accords
with the superposition property of the Poisson process driving

transcription.
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Example: Two-gene bursty model, with burst time
synchronization

We continue by considering the instructive model of two genes influ-

enced by the same regulator: the active periods of these genes are

synchronized in time. However, the burst sizes are not coupled, and

may indeed come from different distributions. Such a process has the

transcription reaction B/
k2;1

B1 � T 1 þ B2 � T 2, where each T i may be

degraded or processed into further downstream species with total efflux

rate ri. In the parlance of Eq. 18, we set k‘;q to 0 for ‘ ¼ 1.

Assuming that B1 � Geomðb1Þ and B2 � Geomðb2Þ—i.e., the marginals

are consistent with the standard bursty model—we can exploit the indepen-

dence of B1 and B2 to write down the joint distribution:

MðUðu; tÞÞ ¼ M1ðU1ðu; tÞÞM2ðU2ðu; tÞÞ; (21)

which follows immediately from standard MGF identities. We propose a

physical model leading to this burst size distribution in section S1.3. The

expression in Eq. 18, with Eq. 21 used as the transcriptional burst size dis-

tribution, has the following solution:

4 ¼ k2;1

Z t

0

½M1ðU1ðu; sÞÞM2ðU2ðu; sÞÞ� 1�ds

¼ k2;1

Z t

0

�
1

ð1� b1U1ðu; sÞÞð1� b2U2ðu; sÞÞ
� 1

	
ds:

(22)

This expression is numerically integrable, but does not afford an analyt-

ical solution. We can obtain its lower moments by differentiating the log-

PGF. DefiningUi ¼ uiji and Ul ¼ uljl for two transcript species generated

from distinct genes, we yield:

CovðLi;LlÞ ¼ k2;1b1b2

Z N

0

jijlds

¼ k2;1b1b2
Xn
j;k¼ 1

ai;jal;k
rj þ rk

:
(23)

Usefully, this expression is agnostic of the actual identity of i; l, so the

expression holds for any of the species downstream of T 1 and T 2. Finally,

if we would like to compute the covariance between the two parent species,

we simply plug in ji ¼ e�r1s and jl ¼ e�r2s:

CovðL1;L2Þ ¼
k2;1b1b2
r1 þ r2

: (24)

This covariance corresponds to the following Pearson correlation

coefficient:

r ¼ CovðL1;L2Þ
s1s2

¼
ffiffiffiffiffiffiffiffiffiffi
r1=r2

p
1þ r1=r2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

ð1þ 1=b1Þð1þ 1=b2Þ

s
:

(25)

The first term achieves a global maximum of 1=2 at r1 ¼ r2. The second

is strictly smaller than 1, but asymptotically approaches 1 as b1; b2 jointly

approach infinity. All downstream processes are stochastic and desynchron-

ize molecular observables. Therefore, 1=2 is the supremum of gene-gene

correlations in this class of models.
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Example: Two-gene bursty model, with perfect burst time and
size synchronization

Conversely, we can consider the two-gene problem assuming that the burst

distributions are identical and perfectly correlated. Physically, this model

may correspond to coupling of initiation processes, e.g., this may occur

when two genes are controlled by a single promoter. This burst distribution

has the following joint PGF:

Fðx1; x2Þ ¼
X
i;j

xi1x
j
2pi;j ¼

X
i;j

xi1x
j
2pidði� jÞ

¼ 1

1þ b� bx1x2
:

(26)
Upon inserting the characteristics and taking the requisite partial deriva-

tives, we yield the following correlation structure:

r ¼
ffiffiffiffiffiffiffiffiffiffi
r1=r2

p
1þ r1=r2

�
�
1þ b

bþ 1

�
: (27)

As in the case of uncoupled gene sizes reported in Eq. 25, the first term is

at most 1=2. The second term asymptotically approaches 2 as b/ N.

Therefore, there are no intrinsic model constraints on Pearson correlation

coefficients of two-gene products; constraints arise as the effect of the burst

size correlation structure.

Example: Two-gene bursty model, with partial burst time and
size synchronization

The models described above are useful for understanding limiting cases, but

somewhat restrictive: the model solved in Eq. 19 enforces r ¼ 0, the syn-

chronized burst time model in Eq. 22 enforces r˛ð0; 1 =2Þ, and the perfectly
synchronized burst size model in Eq. 26 requires burst sizes to be identical.

Thus, we need to construct models consistent with observations, recapitu-

lating both the multigene correlation structure and the diversity of burst

sizes evident from marginals.

This is most easily tractable using the continuous formulation: we can

impose perfect correlation between L�evy jump sizes. Conceptually, we sup-

pose the overall driving process Lt forN genes is given by a compound Pois-

son process with average jump size b and jump distribution J � Expðb�1Þ.
The driving process for a single gene i is given by Li;t ¼ wiLt, with average

jump size bwi and
PN

i¼1wi ¼ 1. We propose a physical model leading to

this burst size distribution in section S1.3. Since all jump sizes are scalar

multiples of each other, they are perfectly correlated. The joint jump distri-

bution has the following MGF:

MðuÞ ¼ E

"
exp

 XN
i¼ 1

uiJi

!#
¼ E

"
exp

 
J
XN
i¼ 1

uiwi

!#

¼ 1

1� b
PN

i¼ 1uiwi

;

(28)

where the third equality stems from recognizing that the joint MGF is

simply the univariate exponential MGF evaluated at
Pv

i¼1uiwi. If we only

consider the parent transcripts with efflux rates ri and characteristics

Ui ¼ uie
�rit , we yield the following stationary log-PGF:

4ðuÞ ¼ kN;1

Z N

0

"
1

1� b
PN

i¼ 1uiwie�ris
� 1

#
ds: (29)
Finally, setting N ¼ 2, we can take derivatives of the PGF and compute

the correlation structure:

CovðL1;L2Þ ¼
2k2;1b

2w1w2

r1 þ r2
(30)

ffiffiffiffiffiffiffiffiffiffip ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffivu

r ¼ 2 r1=r2

1þ r1=r2
� 1�

1þ 1
bw1


�
1þ 1

bw2


ut ˛ð0; 1Þ: (31)

As above, this model is appealing since it has no free parameters: the

gene-gene correlations are not imposed by an ad hoc correlation parameter,

but emerge from the model structure itself. Therefore, we can evaluate the

model’s performance by comparing true intergene correlations to ones

computed based only on the marginals.

Interestingly, single-gene systems with rapid splicing recapitulate the

multigene functional form. Consider a source species T 0, which is pro-

duced in geometrically distributed bursts and converted to species fT ig,
with i ¼ 1;.; N, at rates bi. These transcripts are degraded at rates ri.

Furthermore, suppose all of the bi � Oðε�1Þ for small ε, i.e., the source

transcript is extremely unstable. In this limit, T i are produced by a

L�evy process with jumps of average size bbi=b, where b is the underlying

T 0 burst size, b :¼
P

ibi, and the ratio bi=b is Oð1Þ. We define correspond-

ing weights wi :¼ bi=b; by definition,
P

iwi ¼ 1. This yields:

U0ðu; tÞ ¼ Ce�bt þ
XN
i¼ 1

biui
b�ri

e�rit/
PN
i¼ 1

uiwie
�rit; (32)

where C is a constant in the solution of the characteristic U0ðu; tÞ whose
value becomes immaterial as b increases. Plugging in the characteristic:

MðU0ðu; tÞÞ ¼
1

1� bU0ðu; tÞ
¼ 1

1� b
PN

i¼ 1uiwie�rit
; (33)

which recapitulates the form of the integrand in Eq. 29. Therefore, the

multigene model can be used to describe transcripts arising from a single

rapidly processed, unobserved parent molecule, yielding positive, but other-

wise unconstrained, correlation between the downstream species.

Example: Anti-correlated two-gene bursty model, with burst
time synchronization

Thus far, we have considered the problem of describing synchronized

genes, and proposed three models that can produce positive correlations.

Putting aside the problem of positing a specific physical mechanism, we

can ask whether any joint burst distribution can produce negative correla-

tions in molecule counts, despite perfect synchronization of burst events.

Considering the cross moment of mRNA produced at two synchronized

loci, with generic joint burst generating function M, we find:

E½L1L2� ¼ k2;1

Z N

0

d2M

du1du2
dsþ m1m2; (34)

with the partial derivatives evaluated at u1 ¼ u2 ¼ 0. The second term is

strictly positive. The first term is the integral of an exponentially discounted

burst cross moment:

d2M

du1du2
¼ d2M

dU1dU2

dU1

du1

dU2

du2
¼ E½B1B2�e�ðr1þr2Þs; (35)
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where the partial derivatives are yet again evaluated at u1 ¼ u2 ¼ U1 ¼
U2 ¼ 0, and B1 and B2 denote the SDE jump sizes at the two-gene loci.

Supposing the correlation between the burst sizes is r˛½ � 1; 0Þ, and
considering the covariance between the transcripts:

CovðL1;L2Þ ¼ k2;1
E½B1B2�
r1 þ r2

¼ k2;1
r1 þ r2

�
rsB1sB2 þmB1

mB2

�
;

(36)

which achieves a minimum at r ¼ � 1. Thus, the covariance has a lower

limit:

CovðL1;L2ÞR
k2;1

r1 þ r2

�
mB1

mB2
� sB1

sB2

�
: (37)

Without constructing the joint distribution explicitly, if we suppose the

marginal discrete burst distributions are geometric—i.e., the jump sizes

are exponential—then mBi
¼ sBi

¼ bi, and the lower limit on covariance

is zero. This means that negative correlations cannot possibly result from

a model with geometrically distributed, synchronized jumps. However,

other joint burst laws can produce negative correlations, as long as the pop-

ulation correlation coefficient is sufficiently negative and the burst distribu-

tions are sufficiently dispersed.

We can demonstrate the existence of processes with negative count corre-

lations induced by synchronized burst events. First, we suppose that the mar-

ginal burst distributions are identical and described by a gamma law with

shape a and scale q, enforcing mB1
¼ mB2

¼ aq and s2B1
¼ s2B2

¼ aq2.

Therefore, the covariance of the Poisson intensities takes the following form:

CovðL1;L2Þ ¼
k2;1

r1 þ r2

�
raq2 þa2q2

�
¼ k2;1q

2

r1 þ r2

�
raþa2

�
;

(38)

which achieves CovðL1;L2Þ<0 whenever raþ a2<0. Therefore, for any

r˛ð� 1; 0Þ, every a˛ð0;�rÞ meets this criterion.

It remains to confirm that a bivariate gamma distribution with a negative

correlation can exist. Such a distribution was constructed by Moran, and

permits all r˛ð�1; 1Þ (54,55). Applying the Cauchy-Schwartz inequality

to the marginals guarantees that the joint MGF of the correlated bivariate

gamma distribution exists (56). This demonstrates the existence of contin-

uous moving average processes with negative stationary correlation, driven

by a common Poisson process arrival process. Finally, the corresponding

Poisson mixture has identical covariance, and must also have a negative

correlation. Therefore, a CME with marginal negative binomial burst distri-

butions and a carefully chosen joint structure can achieve negative molec-

ular correlations, even if the bursts are synchronized.

Certain models of heterogeneity are analytically tractable

Thus far, we have reported a toolbox of models that can represent Markovian

systems with fairly general splicing graphs and burst distributions, and

demonstrated that their solutions exist and are computable. By design, these

models by themselves describe homogeneous populations of cells, with

deterministic parameters. Using standard statistical approaches, they can

be reassembled to describe heterogeneity in parameters (57):

Pðm; tÞ ¼
Z
Q

Pðm; t; qÞdfq ¼ EQ½Pðm; t; qÞ� (39)

Z

Gðx; tÞ ¼

Q

Gðx; t; qÞdfq ¼ EQ½Gðx; t; qÞ�: (40)
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Equation 39 is essentially the definition of a mixture model: the param-

eter vector qmay itself be distributed according to the statistical law fq over
a state spaceQ. To determine the resulting probability distribution, we need

to integrate with respect to this law. By linearity, we can exchange the

generating function sum in Eq. 4 and the integral in Eq. 39 to obtain Eq. 40.

This expression is extremely generic; the base case of a homogeneous

cell population with parameter vector q is obtained by setting dfq ¼
dðq � qÞ, where d is a multivariate Dirac delta functional. Unfortunately,

analytical solutions are only available in several highly restrictive cases.

Example: A finite number of cell types

Multimodality in single cells can emerge from the existence of multiple

long-lived subpopulations, which are conventionally fit to a finite mixture

distribution (58). We can formalize this model for an arbitrary number of

populations. Consider a population of cells with J disjoint ‘‘cell types,’’ in-

dexed by j. Each cell type has the parameter vector qj and relative abun-

dance wj . The probability distribution of the entire population can be

computed by the law of total probability, conditioning on the cell type, or

by setting dfq ¼
PJ

j¼1wjdðq�qjÞ in Eqs. 39 and 40:

Pðm; tÞ ¼
XJ
j¼ 1

wjP
�
m; t; qj

�
Gðx; tÞ ¼

XJ
j¼ 1

wjG
�
x; t; qj

�
:

(41)

This formulation can produce J-modal distributions. This reduces to the

standard model when J ¼ 1 or when all qj are identical.

Correlations can emerge from the existence of multiple cell types. For

simplicity, we set J ¼ 2 and n ¼ 2, and suppose the molecule distributions

are independent Poisson, whether as an effect of constitutive production or

as the limit of a bursty distribution. For gene i and cell type j, the average

expression is li;j, implying that the stationary distribution takes the following

form:

GðuÞ ¼
X2
j¼ 1

wjG
�
u; l1;j; l2;j

�
¼
X2
j¼ 1

wjG
�
u1; l1;j

�
G
�
u2; l2;j

�
¼
X2
j¼ 1

wje
l1;ju1el2;ju2 :

(42)

The correlation can be found by differentiation. Setting w1 ¼ w2 ¼ 1
2
and

supposing li;1 ¼ 0 (i.e., cell type 1 does not express either gene), we yield:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

l1;2l2;2

ðl1;2 þ 2Þðl2;2 þ 2Þ

s
˛ð0; 1Þ: (43)

Supposing now l1;2 ¼ l2;1 ¼ 0 (i.e., gene 1 is a perfectly specific marker

for cell type 1 and gene 2 is a marker for cell type 2):

r ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

l1;1l2;2

ðl1;1 þ 2Þðl2;2 þ 2Þ

s
˛ð�1; 0Þ: (44)

Therefore, correlations can emerge even in the absence of transcriptional

synchronization. To account for these correlations, it is necessary to build

mixture models, investigate living systems with low cell type diversity, or

use ad hoc filtering to extract putative homogeneous cell populations.

Example: Extrinsic noise in burst frequency

Even within a homogeneous cell type, the parameter values may not be

perfectly synchronized. We can thus define extrinsic noise, which encodes
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the stochastic parameter distribution (24,59). This description presupposes

that the noise, if generated by a stochastic process, evolves much slower

than the transcriptional dynamics (47). There does not appear to be a gen-

eral solution for parameter mixing, but a set of solutions is available for

systems with random burst frequencies. Suppose there is a single parent

transcript with a burst frequency described by the random variable Ki.

We can immediately write down a solution for the overall count PGF:

Gðx; tÞ ¼
Z N

0

Gðx; t; kiÞdfKi
¼
Z N

0

eki4
�ðx;tÞdfKi

¼ MK½4�ðx; tÞ�;
(45)

where MKi
is the MGF of the burst frequency distribution and 4� is a nom-

inal log-PGF with unity burst frequency. The degenerate case is recovered

by constraining Ki to a Dirac delta distribution at ki, with MGF MKi
ðzÞ ¼

ekiz. Equation 45 immediately extends to integrals of Eq. 18 by defining a

multivariate burst frequency distribution and computing its MGF.

Example: Extrinsic noise in burst size

Burst size modulation has been heavily implicated in the regulation of cell

size (60–62). For systems with a distribution of static cell sizes, not gov-

erned by the cell cycle, we can at least formally postulate a model:

Gðx; tÞ ¼
Z N

0

Gðx; t; bðzÞÞdfZðzÞ; (46)

where b is the vector of average burst sizes, governed by a common uni-

variate random variable Z with realizations z, e.g., bi ¼ zci. Z thus models

the ‘‘cell size’’ in a mechanistic fashion. Unfortunately, despite this rele-

vance to physiology, this general form is intractable: the burst size param-

eter cannot be ‘‘factorized’’ out. However, certain special cases can be

connected to previous work.

Consider the case of a single mRNA species produced in geometric

bursts with a random cell-specific burst size. If the inverse burst size distri-

bution is given by the law Z, the distribution of mRNA is given by the Z
-gamma-Poisson PMF. Only a few Z -gamma distributions have been stud-

ied in depth. If Z is gamma (i.e., the burst size is inverse-gamma distrib-

uted), gamma-gamma compounding yields a beta distribution of the

second kind (63), with a rather complicated MGF available in terms of

Lauricella functions (64).

Transient burst dynamics are solvable

Thus far, we have primarily focused on stationary systems with time-inde-

pendent parameters. Nevertheless, there are classes of physiological

phenomena, such as differentiation and cell cycling, where transient behav-

iors are crucial, particularly since these processes occur on timescales com-

parable with the mRNA lifetimes (1,65). Usually, the regulatory events

underpinning these processes are modeled by variation in DNA-localized

transcriptional parameters (66–69).

By examining Eq. 18, it is easy to see that the current framework can be

extended to any deterministic variation in k andM, with solutions available

at arbitrary times t:

4ðu; tÞ ¼
Z t

0

Xn
‘¼ 1

X
�

n

‘

�
q¼ 1

k‘;qðsÞ
�
M‘;qðUðu; sÞ; sÞ� 1

�
ds:

(47)

Therefore, burst frequencies, burst distributions, and even the coexpres-

sion modules can vary, continuously or discontinuously, as long as the vari-

ation is deterministic. This can be exploited to model a variety of

phenomena, such as variation in gene copy numbers over the cell cycle
(62,66) and the concentration of high-abundance regulators not coupled

to the mRNA under investigation. If the reaction rates within U change

over time, the generating function PDE becomes intractable; however,

some simple models, such as piecewise constant, can be solved by splitting

the integral.

We have further assumed miðt¼ 0Þ ¼ 0 for all species i. However, if

nonzero molecule counts are present at t ¼ 0, it is straightforward to

compute the resulting log-PGF by separately defining the homogeneous

generating function 4h with miðt¼ 0Þ ¼ 0 and the generating function of

the initial condition 4init:

4ðu; tÞ ¼ 4hðu; tÞ þ 4initðUðu; tÞÞ (48)

Xn ð0Þ

4ðu; tÞ ¼ 4hðu; tÞ þ

i¼ 1

mi lnð1þUiðu; tÞÞ; (49)

where Ui are the characteristics. Eq. 48 relates the general form of the

conditional distribution, whereas Eq. 49 produces the particular form

with deterministic initial molecule counts m
ð0Þ
i , as discussed elsewhere

(70). Therefore, the current approach can be used to compute the likeli-

hoods of entire trajectories of observations, and thus perform parameter

estimation on live-cell data.

Example: Cell cycling

Using the conditioning relation in Eq. 49, we can solve models of certain

cell-cycle phenomena. Suppose that a ‘‘cell cycle’’ consists of two stages

with durations D1 and D2 and parameters bðjÞ;gðjÞ; k
ðjÞ
1 in stage j. The

PGF of the joint transcript distribution at the end of the first stage, t ¼
D1, is given by Eq. 48, yielding the PGF Gð1ÞðuÞ. Now supposing the stage

transition involves the binomial partitioning of all molecules, the distribu-

tion of mRNA upon entering the second stage is Gð1Þð1þu =2Þ. This iden-
tity results from the law of total expectation, and amounts to asserting that

the probability of retaining each molecule is 1=2, with a per-molecule Ber-

noulli retention PGF of 1
2
ð1þxÞ. This result has been derived in previous

models of cell cycling (25,62) and proposed in more generality in our recent

discussion of technical noise (16).

Considering the specific example of a single transcript with initial PGF

Gð0Þ, we can adapt Eq. 11 (44) to yield:

Gð1Þðu;D1Þ ¼ Gð0Þ
�
ue�gð1ÞD1


 1� bð1Þue�gð1ÞD1

1� bð1Þu

!k
ð1Þ
1

gð1Þ

: (50)

This is the generating function immediately before partitioning. The

generating function immediately after simply inserts 1
2
ð2þuÞ in place of

u to account for partitioning. Finally, to compute the generating function

at the end of the cycle, we multiply through by the transient PGF and insert

the characteristic ue�gð2Þ t into the initial condition:

Gð2Þðu;D1 þD2Þ ¼ Gð0Þ
�
1

2

�
2þ ue�gð2ÞD2



e�gð1ÞD1

�

�

0B@1� bð1Þ1
2

�
2þ ue�gð2ÞD2



e�gð1ÞD1

1� bð1Þ1
2

�
2þ ue�gð2ÞD2

�
1CA

k
ð1Þ
1

gð1Þ

�
 
1� bð2Þue�gð2ÞD2

1� bð2Þu

!k
ð2Þ
1

gð2Þ

:

(51)
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Although solutions of this type are somewhat unwieldy to write down

explicitly, they can always be computed by composition of functions for

the one-species system.

The general solution, with arbitrary burst distributions, splicing net-

works, and deterministic regulatory dynamics, can be computed by working

backward from the last stage of cell cycle and incrementally adding ‘‘initial

condition’’ contributions from previous stages. As an illustration, we define

a system with zero molecules at t ¼ 0, with a bursty promoter that produces

a single parent isoform with the characteristicU1ðu;sÞ. For convenience, we
assume the splicing and degradation are time independent. We can imme-

diately write down the generating function for the system state before

partitioning at t ¼ D1 þ D2:
4ð2Þðu;D1 þD2Þ ¼

0B@k
ð1Þ
1

ZD1

0

264 1

1� bð1ÞU1

�
1
2
ð2þ Uðu;D2ÞÞ; s

�� 1

375ds
1CAþ

0@k
ð2Þ
1

ZD2

0

"
1

1� bð2ÞU1ðu; sÞ
� 1

#
ds

1A: (52)
This generalizes the systems studied previously (62) by relaxing the

assumption of timescale separation between transcripts, while maintaining

the assumption of bursty gene dynamics; transient coupling between cell

size and burst size (such as the exponential form in (62)) can be incorpo-

rated by appropriately defining a time-varying burst distribution in

Eq. 47. The solution has previously been extended to describe Erlang-

distributed stochastic time intervals (25,71). This requires defining a

CME coupled to a multistate Markov chain governing the transcriptional

parameters and yields a series of coupled PDEs that take a form reminiscent

of multistate promoter equations (72), but are not generally tractable by

quadrature.
RESULTS

Ultimately, we would like to use these solutions to fit real
data, and represent entire data sets using a small set of phys-
ically interpretable parameters for each gene, potentially
with some higher-level structure encoding cell types (as in
Eq. 41) or gene-gene synchronization (as in Eq. 29). Unfor-
tunately, the experimental and computational infrastructure
to do this does not exist yet: as we discuss at length in sec-
tion S5, single-cell, single-molecule, full-length sequencing
methods are in their nascence, the structure of splicing pro-
cesses is not well characterized on a genome-wide scale, and
both biology and sequencing involve obscure sources of
noise.

However, we can take the first steps in this direction by
exploiting some of the simpler results to explain correlations
in real data. In Eqs. 33 and 29, we report two models that
give positive correlations for coexpressed transcripts. We
cannot yet use these models to recapitulate entire data
sets. The physics are too complex to explicitly describe:
the model is a priori misspecified because we disregard
other sources of noise. Furthermore, the inference procedure
requires some care, as the joint distributions are too large to
compute. If we try to fit distributions two at a time, the re-
sults will be inconsistent (e.g., fitting genes 1 and 2 will
1064 Biophysical Journal 121, 1056–1069, March 15, 2022
yield an estimated bb1 different from the one obtained
by fitting genes 1 and 3), and still suffer from model
misspecification.

We can sacrifice some statistical power but improve inter-
pretability by treating the genes one at a time. The models’
correlation structure, given in Eq. 31, has no free parame-
ters: it is fully determined by the marginal distributions.
Given marginal estimates of gene-specific parameters
(straightforward to compute by maximum likelihood esti-
mation with the negative binomial law), we can predict
the correlation structure and compare predictions to experi-
mental ground truth. We interpret these predictions as upper
bounds in the absence of all other noise: if additional sour-
ces of stochasticity are present, the correlations should
degrade relative to the model. As the correlations predicted
by Eq. 31 are strictly less than 1, they are nontrivial.

To perform this analysis, we obtained data from the recent
FLT-seq (full-length transcript sequencing by sampling)
protocol (73). As this experimental technique has molecular
and cellular barcodes, the data are interpretable as discrete
transcript counts sampled from a distribution. To minimize
transient effects, such as cell cycling and differentiation,
we selected a data set generated from cultured mouse
stem cells. To limit biological heterogeneity due to discrete
cell subpopulations (as in Eq. 41), we filtered for cell
barcodes corresponding to the activated cell subset (136
barcodes) according to the authors’ annotations. In all
downstream analyses, we treated this filtered data set as bio-
logically homogeneous up to intrinsic stochasticity.

The FLT-seq protocol produces full-length reads, which
can be used to discover new isoforms, but does not reveal
causal relationships between those isoforms. Nevertheless,
we can use the tools of discrete mathematics to partially
infer these relationships. Splicing removes introns, but
cannot insert them. We can use this relationship to constrain
the splicing DAG: if transcript T j can be obtained by
removing part of the sequence in transcript T i, there must
be a path from T i to T j. On the other hand, if T i contains
the sequence Ii but omits the sequence Ij, whereas T j con-
tains the sequence Ij but omits the sequence Ii, the tran-
scripts are mutually exclusive and must be generated from
the parent transcript by disjoint processes.

For each gene, we enumerate the transcripts observed in
the data and split them into elementary intervals, contiguous
stretches that are either present or absent in each transcript
(denoted by the colors in Fig. 1 a). These elementary



FIGURE 1 Leveraging the synchronized burst model to predict transcript-transcript correlations. (a) By inspecting exon coexpression structures in long-

read sequencing data, we can split genes into elementary intervals. (b) Although sequencing data are not sufficient to identify the relationships between

various transcripts, they can provide information about ‘‘roots’’ of the splicing graph (highlighted in orange), which must be produced from the parent tran-

script by mutually exclusive processes. (c) The root transcript copy-number distributions are well described by negative binomial laws (gray histograms, raw

marginal count data; red lines, fits). (d) The intrinsic noise model is not sufficient to accurately predict transcript-transcript correlations, but does serve as a

nontrivial upper bound: few sample correlations exceed the model-based predictions obtained from Eq. 31 (points, transcript-transcript correlation matrix

entries for mutually exclusive ‘‘root’’ transcripts of a single gene; red line, theory/experiment identity line). (e) The highest-expressed transcripts across

the top 500 genes show distinctive, and generally positive correlation patterns. (f) We can use an analogous model to predict and reconstruct the correlation

matrix based solely on marginal data. (g) As before, the model (Eq. 31) is not sufficient to accurately predict gene-gene correlations, but provides an effective

and nontrivial upper bound (points, transcript-transcript correlation matrix entries; red line, theory/experiment identity line). To see this figure in color, go

online.
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intervals constrain the relationships between transcripts, and
we can use their presence or absence in each transcript to
construct an accessibility graph. The internal structure of
this graph is underspecified, but immaterial: the negative
binomial model implied by the generating functions in
Eqs. 33 and 29 describes the roots, mutually exclusive tran-
scripts that must be generated directly from the parent tran-
script (indicated in orange in Fig. 1 b, and solved in Eq. 33).
We fit the distributions of these roots, discarding any data
that are underdispersed (variance lower than mean), overly
sparse (fewer than five molecules in the entire data set), or
fail to converge to a fit. The satisfactory fits for the sample
gene Rpl13 are shown in Fig. 1 c.

The negative binomial fit yields transcript-specific burst
sizes bwi and efflux rates ri (nondimensionalized by setting
burst frequency to unity). We plug these quantities into
Eq. 31, compute hypothetical correlations rtheo, and
compare them to sample correlations rsamp in Fig. 1 d. These
results represent the 4,885 nontrivial correlation matrix en-
tries between 1,978 transcripts from 500 genes. A total of
302 transcripts were rejected due to underdispersion, 542
due to sparsity, and 100 due to poor fits. The theoretical
constraint (sample correlation equal to or lower than pre-
dicted correlation) was met in 4,606 cases (94.3%).

The results suggest that the model is not sufficient
to recapitulate the full dynamics, but does provide an
effective, and nontrivial, theoretical constraint. We hypoth-
esize that the ‘‘consistent’’ regime (rsamp˛ð0; rtheoÞ, 3,856
entries) represents the degradation of correlations due to
technical noise in the sequencing process and stochastic in-
termediates. The ‘‘inconsistent’’ regime (rsamp˛ðrtheo; 1Þ,
279 entries) may stem from model misidentification, and
could be explained by coupling between splicing events,
resulting in a burst model closer to Eq. 26. Some of these
apparently inconsistent correlations may also be due to the
small sample sizes, as discussed in section S5.1. Finally,
the ‘‘negative’’ regime (rsamp<0, 750 entries) technically
meets the constraint, but cannot actually be reproduced
by the model. This does not appear to be an artifact of sam-
ple sizes, as evident from the strong negative peak in
Figure S8 a. Instead, we speculate that enrichment in nega-
tive correlations is the signature of a more complicated reg-
ulatory schema that preferentially synthesizes some
isoforms to the exclusion of others, rather than choosing
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the splicing pathway randomly (as encoded in the deriva-
tion of Eq. 33).

We can exploit the analogous intergene model, encoded
in Eq. 29, to try to predict the gene-gene correlation matrix
(Fig. 1 e) based solely on the marginals, supposing all 500
highest-expressed genes fire simultaneously as a limiting
case. For each gene, we consider the highest-abundance
root transcript that can be fit by a negative binomial distri-
bution, and identify its marginal burst size and efflux rate.
Plugging these parameter estimates into Eq. 26, we obtain
theoretical correlations rtheo and reconstruct the correlation
matrix (Fig. 1 f). Finally, we compare the intragene sample
correlations rsamp to the theoretical values in Fig. 1 g. These
results represent the 119,805 nontrivial correlation matrix
entries based on the 490 genes with well-fit roots. The theo-
retical constraint (sample correlation equal to or lower than
predicted correlation) was met in 119,503 cases (99.7%).

Yet again, the model provides a nontrivial bound. We hy-
pothesize that the consistent regime (rsamp˛ð0; rtheoÞ,
117,542 entries) represents the degradation of correlations
due to stochastic effects outside the model, much as before.
The correlations in the inconsistent regime (rsamp˛ ðrtheo;1Þ,
302 entries) lie very close to the identity line, so we hypoth-
esize they are mostly explained by small sample sizes, as
discussed in section S5.1. Finally, the ‘‘negative’’ regime
(rsamp<0, 1,961 entries) is rare and does not appear to pro-
duce a strong signal in the correlation distribution (Figure
S8 b), so we expect they also emerge from small sample
sizes.
CONCLUSIONS

We have described a broad extension of previous work per-
taining to monomolecular reaction networks coupled to a
bursty transcriptional process. In particular, by exploiting
the standard properties of reaction rate equations, we have
demonstrated the existence of all moments and cross mo-
ments. Furthermore, we have derived the analytical expres-
sions for the generating functions and demonstrated their
existence. The following expression gives the general solu-
tion for the joint PGF G:
Gðu; tÞ ¼ EQ

"
Gð0ÞðUðu; tÞ Þexp

 Z t

0

Xn
‘¼ 1

Xu
q¼ 1

k‘;qðsÞ
�
M‘;qðUðu; sÞ; s Þ � 1

�
ds

!#
: (53)
This expression is modular with respect to U, the set of
characteristics defining the splicing and degradation
network, M‘;q, the joint generating functions governing the
bursting dynamics for all possible cotranscribing modules,
Gð0Þ, the initial condition, and fq, the law governing the
parameter distributions. The burst frequency and distribu-
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tion can be time dependent, and describe deterministic
driving by a latent process or regulator. By iteratively
applying the dependence on the initial condition, we can
write down analogous expressions for certain cell-cycle pro-
cesses. The integral in Eq. 53 cannot be solved analytically
for any but the simplestM‘;q. However, the form guarantees
that the dynamics of a general system can be solved using
quadrature and do not require matrix-based methods.

Special cases of Eq. 53 can be solved to provide useful in-
sights into model complexity necessary to capture the sum-
mary statistics of living cells. To attempt to describe high
gene-gene correlations, we have investigated several models
for synchronized transcription, and found that geometric
burst size coordination is required to achieve transcript count
correlations r>1=2. Furthermore, we test whether negative
correlations are feasible under the assumption of synchro-
nized bursts at multiple gene loci, and find that r<0 are
impossible with geometric bursts, but can be achieved with
negative binomial bursts. These results substantially
constrain and inform the space of models that can recapitu-
late the combination of bursty dynamics (6) and high absolute
gene-gene correlations (2,23) observed in living cells.

We compared the theoretical constraints with experimental
data generated by FLT-seq, a recent long-read, single-cell,
single-molecule sequencing method. Investigating a set of
500 genes, we found that the constraints were met for 95.3%
of the intragene transcript-transcript correlations and 99.7%
of the intergene transcript-transcript correlations. Neverthe-
less, the model was insufficient to recapitulate the precise
quantitative details, suggesting that more detailed biophysical
models of regulated splicing and technical noise are necessary.

The formal computational complexity of this procedure is
OðN logNÞ in state space size. However, this complexity
ostensibly arises from the inverse Fourier transform. In the
practical regime (with a state space up to approximately
103), the scaling is sub-linear; unfortunately, full joint distri-
butions are essentially intractable due to the ‘‘curse of dimen-
sionality’’—the space complexity of holding an array of size
N in memory (potentially requiring petabytes of storage even
for small splicing networks, as in section S4.1) for the inverse
Fourier transform. Nevertheless, this method can compute
marginals without having to solve the entire joint system,
which would be intractable with matrix-based methods.

Curiously, this class of analytical solutions to reaction
networks can be adapted to a subset of diffusion problems.
General diffusion on a multidimensional lattice is not
directly solvable, because it violates the assumption of
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acyclic graph structure. However, percolation through a
DAG coupled to a source and a set of sinks can be described
using the current mathematical formalism. Furthermore,
such a percolation can represent the incremental movement
of RNA polymerase along a DNA strand, integrating
discrete copy-number statistics with submolecular details
in a single analytical framework (74,75).

Finally, we briefly touch upon the class of delay chemical
master equations, and survey several recent advances in the
field in section S6. Due to the non-Markovian nature of de-
layed systems, general probabilistic solutions are rare (76)
and represent an open area of study. In our discussion, we
motivate delays as a limit of numerous, fast isomerization
processes, and clarify the challenges inherent in applying
the analysis of delay CMEs to bursty systems.
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S1 CME definition

In the current section, we work through the definition of the CME encoding the reactions in
Equation 1 and convert it to the generating function PDE. For the most part, this amounts to rote
application of definitions.

S1.1 Converting a reaction network to a CME

The CME is a continuity equation defined with respect to total probability density. For any set of
states, we can write down the following relation tracking their total probability mass:

accumulation = influx− efflux (S1)

Probability mass can be neither created nor destroyed, because the total probability mass must
add to unity. We can encode the Markovian property by ensuring that accumulation at time t
depends only upon the state of the system at t. To compute the likelihood of state m with mi

molecules of mRNA species Ti, we need to evaluate P (m, t). This microstate m is the most natural
and conventional mathematical object to track using Equation S1. This yields the general form of
the CME:

dP (m, t)

dt
=
∑
rxn

influx(m, t, rxn)−
∑
rxn

efflux(m, t, rxn) (S2)

We can explicitly write down the influx and efflux terms by splitting the reactions into three
separate pools of channels: the transcription reactions, the degradation reactions, and the splicing
reactions. It is easiest to start with the first-order efflux reactions, as they are only involve a single
species i and can be decomposed into an additive form:

efflux(m, t,deg) =

n∑
i=1

efflux(mi, t,deg) =

n∑
i=1

ci0miP (mi, t)

efflux(m, t, splic) =

n∑
i=1

efflux(mi, t, splic) =

n∑
i=1

n∑
j=1

cijmiP (mi, t),

(S3)

a simple form that results immediately from the propensities defined in Equation 1. Since each term
in the sums only involves a single i, we use a shorthand with respect to the microstate m, such that
P (mi) is a multivariate PMF defined as P (m1, ...,mi, ...,mn, t), and implies that all dimensions
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j ̸= i are in the state mj . With this shorthand, we can write down the equations for the influx due
to the first-order reactions:

influx(m, t,deg) =

n∑
i=1

influx(mi, t,deg) =

n∑
i=1

ci0(mi + 1)P (mi + 1, t)

influx(m, t, splic) =

n∑
i=1

influx(mi, t, splic) =

n∑
i=1

n∑
j=1

cij(mi + 1)P (mi + 1,mj − 1, t),

(S4)

which extends the shorthand to describe two species: P (mi + 1,mj − 1, t) := P (m1, ...,mi +
1, ...,mj − 1, ...,mn, t). Equation S4 encodes the fact that the degradation influx channel removes
Ti and receives probability density from states with mi + 1 counts of Ti, whereas the the splicing
influx channel converts Ti to Tj and receives probability density from states with mi + 1 counts of
Ti and mj − 1 counts of Tj . We sum over all pairs of indices to encode all possible splicing reaction
channels.
Finally, we need to write down the equations that define the transcriptional dynamics. To start, we
assume that no co-expression occurs. This implies a simple zeroth-order form for the efflux term:

efflux(m, t, tx) =

n∑
i=1

efflux(mi, t, tx) =

n∑
i=1

k1,iP (mi, t), (S5)

where k1,i is the burst frequency corresponding to the reaction channel producing the one transcript
Ti. The influx is slightly more complicated, as burst sizes are defined as random variables on N0,
so the state m can be reached from any state with mz ∈ [0, 1, ...,mi − 1,mi].

influx(m, t, tx) =
n∑

i=1

influx(mi, t, tx) =
n∑

i=1

k1,i

mi∑
z=0

pi,zP (mi − z, t), (S6)

where z is the burst size and pi,z is the PMF of the burst size random variable Bi corresponding
to the reaction channel producing Ti.
This formulation is sufficient if are content to model independent transcriptional dynamics. How-
ever, it is not sufficient to recapitulate the gene–gene correlations observed in real datasets. Several
avenues are available to model them: for example, it is possible to explicitly describe regulatory
interactions [1]. Unfortunately, such detailed schema are not analytically tractable. Instead, we
propose that some sets of genes fire simultaneously; physiologically, this can be effected by expo-
sure of neighboring loci on DNA, regulation by a common promoter, or activation by a common
inducer [2, 3]. We discuss particular mechanisms that can yield these dynamics in Section S1.3.
This formulation lends itself to tractable analytical solutions.
Anywhere between 1 and n species can be simultaneously transcribed in synchronized bursts.
Further, for a co-expression module size of ℓ transcripts, there are

(
n
ℓ

)
possible combinations of

specific co-expression modules, indexed by q. For a particular module, defined by the tuple ℓ, q,
we can define a function Qℓ,q(j), with j ∈ {1, ..., ℓ}, which returns the ℓ indices of co-transcribed
species. For example, if a system has n transcripts, with species indexed 1 and n transcribed
simultaneously, we yield ℓ = 2, Q2,1(1) = 1, and Q2,1(2) = n. This function permits us to do the
“bookkeeping” for the general multivariate form of burst distributions:

efflux(m, t, tx) =

n∑
ℓ=1

(nℓ)∑
q=1

efflux({mQℓ,q
}, t, tx) =

n∑
ℓ=1

(nℓ)∑
q=1

kℓ,qP ({mQℓ,q
}, t), (S7)
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where {mQℓ,q
} reports the species indices mQℓ,q(1), ..., .mQℓ,q(ℓ) involved in a particular reaction.

Finally, we need to write down the conservation equations for the influx reactions. These depend
on the multivariate burst probability mass pℓ,q,z, where z is a vector defining burst size microstates:

influx(m, t, tx) =
n∑

ℓ=1

(nℓ)∑
q=1

influx({mQℓ,q
}, t, tx)

=
n∑

ℓ=1

(nℓ)∑
q=1

kℓ,q
∑
{z}

pℓ,q,zP ({mQℓ,q
− zQℓ,q

}, t)

=
n∑

ℓ=1

(nℓ)∑
q=1

kℓ,q
∑
{z}

pℓ,q,zP (m− z, t)

(S8)

where the summation over {z} includes all joint burst sizes with marginal zQℓ,q
up to mQℓ,q

. All zj
where j /∈ {Qℓ,q} are set to zero for consistency. This equation is exact, but somewhat formal. We
can illustrate its specific form by returning to the specific case of a system with n transcripts, with
co-expressed species T1 and Tn:

influx(m, t, tx) = influx(m1,mn, t, tx)

= k2,1
∑
{z}

p2,1,zP (m1 − z1,mn − zn, t)

= k2,1

m1∑
z1=0

mn∑
zn=0

p2,1,z1,znP (m1 − z1,mn − zn, t)

(S9)

Therefore, the most general CME we consider takes the following form:

dP (m, t)

dt
=

n∑
ℓ=1

(nℓ)∑
q=1

kℓ,q

∑
{z}

pℓ,q,zP (m− z, t)− P (m, t)


+

n∑
i=1

ci0 [(mi + 1)P (mi + 1, t)−miP (mi, t)]

+
n∑

i=1

n∑
j=1

cij [(mi + 1)P (mi + 1,mj − 1, t)−miP (mi, t)]

(S10)

S1.2 Converting a CME to a PDE

With the CME in hand, we can write down the probability-generating function. The multivariate
PGF is defined as follows:

G(x, t) =
∞∑

m1=0

...
∞∑

mn=0

P (m1, ...,mn, t)
n∏

i=1

xmi
i :=

∑
m1,...,mn

P (m, t)

n∏
i=1

xmi
i (S11)
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We can sum over the left-hand side of Equation S10:

∞∑
m1=0

...

∞∑
mn=0

dP (m1, ...,mn, t)

dt

n∏
i=1

xmi
i =

d

dt

∞∑
m1=0

...

∞∑
mn=0

P (m1, ...,mn, t)

n∏
i=1

xmi
i =

∂G(x, t)

∂t
(S12)

As Equation S11 is linear with respect to P , we can treat the interior terms of the summations
separately. For a particular combination of ℓ, q, we yield:∑

m1,...,mn

kℓ,qP (m, t)

n∏
i=1

xmi
i = kℓ,qG(x, t), (S13)

i.e., the efflux term of a particular bursting reaction.
Now, taking the PGF and differentiating it with respect to xi:

∂G(x, t)

∂xi
=

∂

∂xi

∞∑
m1=0

...

∞∑
mn=0

P (m1, ...,mn, t)
n∏

k=1

xmk
k

=

∞∑
m1=0

...

∞∑
mn=0

P (m1, ...,mn, t)mix
mi−1
i

n∏
k=1,k ̸=i

xmk
k

(S14)

This implies three useful identities. First, the probability of any state with a negative number of
molecules is zero. Therefore, we can reindex the summation over mi:

∂G(x, t)

∂xi
=

∞∑
m1=0

...
∞∑

mi=1

...
∞∑

mn=0

miP (m1, ...,mn, t)x
mi−1
i

n∏
k=1,k ̸=i

xmk
k

=
∞∑

m1=0

...
∞∑

mi=0

...
∞∑

mn=0

(mi + 1)P (m1, ...,mi + 1, ...,mn, t)x
mi
i

n∏
k=1,k ̸=i

xmk
k

=

∞∑
m1=0

...

∞∑
mi=0

...

∞∑
mn=0

(mi + 1)P (m1, ...,mi + 1, ...,mn, t)

n∏
k=1

xmk
k ,

(S15)

i.e., the PGF of (mi + 1)P (mi + 1, t) is ∂G(x,t)
∂xi

. This gives us the influx terms of all degradation
reactions:

∞∑
m1=0

...

∞∑
mn=0

ci0(mi + 1)P (m1, ...,mi + 1, ...,mn, t)

n∏
i=1

xmi
i = ci0

∂G(x, t)

∂xi
. (S16)

Second, we can multiply xi through the second line of Equation S14:

xi
∂G(x, t)

∂xi
= xi

∞∑
m1=0

...

∞∑
mn=0

miP (m1, ...,mn, t)x
mi−1
i

n∏
k=1,k ̸=i

xmk
k

=
∞∑

m1=0

...
∞∑

mn=0

miP (m1, ...,mn, t)x
mi
i

n∏
k=1,k ̸=i

xmk
k

=

∞∑
m1=0

...

∞∑
mn=0

miP (m1, ...,mn, t)

n∏
k=1

xmk
k ,

(S17)
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i.e., the PGF of miP (m) is xi
∂G(x,t)
∂xi

. This gives us the efflux terms of all degradation and splicing
reactions:

∞∑
m1=0

...
∞∑

mn=0

cijmiP (m1, ...,mn, t)
n∏

i=1

xmi
i = cijxi

∂G(x, t)

∂xi
. (S18)

Third, we can multiply xj through the relation from the third line of Equation S15:

xj
∂G(x, t)

∂xi
= xj

∞∑
m1=0

...
∞∑

mj=0

...
∞∑

mn=0

(mi + 1)P (m1, ...,mi + 1, ...,mn, t)
n∏

k=1

xmk
k

=
∞∑

m1=0

...
∞∑

mj=0

...
∞∑

mn=0

(mi + 1)P (m1, ...,mi + 1, ...,mj , ...,mn, t)x
mj+1
j

n∏
k=1,k ̸=j

xmk
k

=
∞∑

m1=0

...
∞∑

mj=1

...
∞∑

mn=0

(mi + 1)P (m1, ...,mi + 1, ...,mj − 1, ...,mn, t)x
mj

j

n∏
k=1,k ̸=j

xmk
k

=
∞∑

m1=0

...
∞∑

mn=0

(mi + 1)P (m1, ...,mi + 1, ...,mj − 1, ...,mn, t)
n∏

k=1

xmk
k ,

(S19)

where the last step exploits the physical constraint that probabilities of microstates with negative
counts are strictly zero, just as in Equation S15. Therefore, the PGF of (mi+1)P (mi+1,mj−1, t)

is xj
∂G(x,t)
∂xi

. This gives us the influx terms of all splicing reactions:

∞∑
m1=0

...
∞∑

mn=0

cij(mi + 1)P (m1, ...,mi + 1, ...,mj − 1, ...,mn, t)
n∏

i=1

xmi
i = cijxj

∂G(x, t)

∂xi
. (S20)

S1.3 Joint burst distributions can emerge from a model of synchronized gene
regulation

The specific form of the burst distribution is governed by the underlying physics. It is conventional
[4] to assume that a promoter indexed by i can exist in one of two states, Gi,on or Gi,off , where
only Gi,on can transcribe. This premise yields the following reactions for each promoter:

Gi,off
ki,on
⇄

ki,off

Gi,on

Gi,on
ki,init−−−−→ Gi,on + Ti

(S21)

The transcriptional strength of the promoter is described by the telegraph process [5], which we
denote as Kt. This process is the simplest nontrivial continuous-time, discrete-space Markov chain,
which simply switches between two states. If ki,off , ki,init → ∞, the dynamics become bursty,
producing multiple transcripts at burst arrival times. The distribution of the number of transcripts
is geometric. This result is well-known [5], and has been derived using a variety of mathematical
tools [6, 7]. For our purposes, it is easiest to use the Poisson formulation. The following SDE
governs the Poisson intensity of Ti:

dΛi = −riΛidt+Ktdt. (S22)
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In the bursty limit, Kt is zero almost everywhere, because the off state does not transcribe. It
has point masses distributed throughout the time coordinate, with an Exp(ki,on) waiting time
distribution between their arrivals. The point masses have weights ki,init × T , where T is the
duration of the on period, a random variable with an Exp(ki,off ) distribution. Therefore, the
weights are distributed per Exp(ki,off/ki,init), i.e., an average of ki,init/ki,off . This is precisely the
jump size of the burst subordinator associated with promoter i. Kt thus takes the following form:

Kt =

N(t)∑
q=0

δ(t− τq)Jq, (S23)

where N(t) is a Poisson counting process with rate ki,on, τq are the arrival times, and Jq ∼
Exp(ki,init/ki,off ) is the random variable giving the jump sizes or point mass weights. Finally,

we note that Lt :=
∫ t
0 Ksds is a compound Poisson process and thus a legitimate subordinator [8].

Therefore, we can redefine this (somewhat uninformative) form of Ktdt as dLt, with k1,i ← ki,on
and bi ← ki,init/ki,off .
More sophisticated models of transcription can be encoded analogously. First, we can suppose that
more than two promoter states exist. One state yields no transcription, while the two other states
lie in the bursty limit. This is analogous to Figure SN9a of [9] with kINI,1 = 0, k23 = k32 = 0, and
k21, k31, kINI,2, kINI,3 → ∞, with no submolecular details of elongation. In this case, the overall
subordinator is a mixture of the individual states’ subordinators, weighted by their relative on
rates.
To explain synchronization between burst sizes, we can invoke a slightly more complex model,
analogous to Figure SN9b of [9]. Specifically, we can write down equations for a single global
regulator and each of the promoters:

GG,off

kG,on

⇄
kG,off

GG,on

Gi,on
KG(t)ki,on

⇄
?

Gi,off ,
(S24)

where KG(t) is the telegraph process representing the global regulator. If kG,off , ki,on → ∞, the
global “on” periods become infinitesimally short, and the activation of the global regulator leads
immediately to the activation of the individual promoters.
It remains to specify how the individual promoters turn off. If we suppose that the promoter
dynamics are independent, and each promoter shuts off after a delay ∼ Exp(ki,off ), the jump
sizes associated with the promoter-specific subordinators are independent and distributed per
Exp(ki,off/ki,init). This leads to the model described in the section “Example: Two-gene bursty
model, with burst time synchronization” of the main text.
On the other hand, if we suppose that the promoters are forced to shut off precisely when the global
regulator shuts off, the jump sizes associated with the promoter-specific subordinators are perfectly
correlated and distributed per Exp(kG,off/ki,init). These are simply copies of the single random
variable governing the global regulator “on” time, rescaled by promoter-specific initiation rates to
yields the jump sizes. This leads to the model described in the section “Example: Two-gene bursty
model, with partial burst time and size synchronization” of the main text.
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S1.4 Joint burst distributions are tractable using Cauchy products

It remains to compute the generating function of the bursting influx term in Equation S10. To
start, we can treat the simplest case, where kℓ,q = 0 for all ℓ > 1, i.e., no synchronized bursting
occurs. First, we define the burst PGF (based on the PMF with weights p1,i,z for species i) and
recall the Cauchy product formula [10]:

Fi(x) =
∞∑

zi=0

p1,i,zx
zi

∞∑
n=0

anx
n

∞∑
n=0

bnx
n =

∞∑
n=0

cnx
n s.t. cn =

n∑
k=0

akbn−k

=⇒
∞∑
n=0

an

∞∑
n=0

bn =
∞∑
n=0

n∑
k=0

akbn−k,

(S25)

Then, we write down the summation over the influx term and rearrange terms:

∞∑
m1=0

...
∞∑

mn=0

mi∑
zi=0

p1,i,ziP (m1, ...,mi − zi, ...,mn, t)
n∏

k=1

xmk
k

=
∞∑

m1=0

...
∞∑

mn=0

n∏
k=1,k ̸=i

xmk
k

∞∑
mi=0

mi∑
zi=0

[pℓ,q,zix
zi
i ]P (m1, ...,mi − zi, ...,mn, t)x

mi−zi
i

=
∞∑

m1=0

...
∞∑

mn=0

n∏
k=1,k ̸=i

xmk
k

∞∑
mi=0

P (m1, ...,mi, ...,mn, t)x
mi
i

∞∑
zi=0

[pℓ,q,zix
zi
i ]

=

∞∑
zi=0

[pℓ,q,zix
zi
i ]×

∞∑
m1=0

...

∞∑
mn=0

P (m1, ...,mn, t)

n∏
k=1

xmk
k

= Fi(xi)G(x)

(S26)

This expression gives us the influx terms for all burst processes with ℓ = 1. Extending this solution
to ℓ > 1 requires iteratively applying the Cauchy product formula. For simplicity, we demonstrate
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this for ℓ = n.
∞∑

m1,...,mn

∑
z

pℓ,1,zP (m− z, t)

n∏
k=1

xmk
k =

∞∑
m1,...,mn

m1∑
z1=0

...

mn∑
zn=0

pℓ,1,zP (m− z, t)
n∏

k=1

xmk
k

=

∞∑
m1=0

m1∑
z1=0

...

∞∑
mn=0

mn∑
zn=0

pℓ,1,zP (m− z, t)

n∏
k=1

xzkk

n∏
k=1

xmk−zk
k

=
∞∑

m1=0

m1∑
z1=0

xz11 x
m1−z1
1 ...

∞∑
mn=0

mn∑
zn=0

xznn pℓ,1,zP (m− z)xmn−zn
n

=
∞∑

m1=0

m1∑
z1=0

xz11 x
m1−z1
1 ...

∞∑
mn=0

P (m1 − z1, ...,mn−1 − zn−1,mn, t)x
mn
n

∞∑
zn=0

[pn,1,zx
zn
n ]

=

∞∑
zn=0

xznn

∞∑
mn=0

xmn
n

∞∑
m1=0

m1∑
z1=0

xz11 x
m1−z1
1 ...

×
∞∑

mn−1=0

mn−1∑
zn−1=0

pn,1,zx
zn−1

n−1 P (m1 − z1, ...,mn−1 − zn−1,mn, t)x
mn−1−zn−1

n−1

(S27)

We can repeat this process n times, using induction with Equation S26 as the base case and
Equation S27 as the inductive step. This finally yields:

∞∑
m1,...,mn

∑
z

pℓ,1,zP (m− z)
n∏

k=1

xmk
k =

n∏
i=1

( ∞∑
zi=0

xzii

∞∑
mi=0

xmi
i

)
pn,1,zP (m, t)

=

( ∑
z1,...,zn

pn,1,zx
zi
i

)( ∑
m1,...,mn

P (m, t)

n∏
i=1

xmi
i

)
= Fn,1(x)G(x, t).

(S28)

This relatively involved derivation confirms that the result in S26 generalizes to multivariate burst
distributions. For completeness, all cases with ℓ ∈ [2, ..., n − 1] can be derived as special cases of
Equation S27 by defining burst sizes of species not involved in the reaction as zero. Therefore, the
full PGF of the CME in Equation S10 takes the following form:

dG(x, t)

dt
=

n∑
ℓ=1

(nℓ)∑
q=1

kℓ,q(Fℓ,q(x)− 1)G+

n∑
i=1

ci0(1− xi)
∂G

∂xi
+

n∑
i,j=1

cij(xj − xi)
∂G

∂xi
(S29)

Finally, defining ui := xi − 1, ϕ := lnG, and Mℓ,q(u) = Fℓ,q(u+ 1), we can simplify the PDE:

dϕ(u, t)

dt
=

n∑
ℓ=1

(nℓ)∑
q=1

kℓ,q(Mℓ,q(u)− 1)−
n∑

i=1

uici0
∂ϕ

∂ui
+

n∑
i,j=1

(uj − ui)cij
∂ϕ

∂ui
. (S30)

S2 CME solution

It remains to construct a function ϕ(u, t) that solves Equation S30. In the current section, we
discuss the solution procedure at length, motivating the spectral expression reported in the body
of the text.
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The integral can be written down in terms of characteristics. This amounts to introducing a vector
of auxiliary functions U1(u, s), ..., Un(u, s) := U(u, s) that parametrize the solution and taking
a total derivative [11, 12]. The characteristics are governed by the following series of n coupled
differential equations:

dUi(u, s)

ds
=

n∑
j=1

(Uj − Ui)cij − Uici0 s.t. Ui(u, s = 0) = ui, (S31)

with the ϕ term taking the following form [13]:

ϕ(u, t) =

∫ t

0

n∑
ℓ=1

(nℓ)∑
q=1

kℓ,q(Mℓ,q(U(u, s))− 1)ds (S32)

General, closed-form solutions do not exist, as the integral in Equation S32 is typically intractable.
Several special cases have been solved. For example, if we set kℓ,q = 0 for all ℓ > 1, and F1,i(x) = xi,
we recover the case of constitutive expression discussed by Jahnke and Huisinga [14]. The ensemble
of Ornstein-Uhlenbeck models induced by background driving Lévy processes (BDLP) emerges
from setting n = 1 and modulating M1,1, the jump size distribution; the usual negative binomial
bursty model corresponds to exponential Lévy jump sizes, but generalizations have been studied in
the financial context by Barndorff-Nielsen and others [15–17]. Unfortunately, systems with more
than one species and bursty transcription are intractable; even the case of n = 2 and geometric
bursts requires quadrature [13], although some approximation methods are available [18]. Instead
of unduly restricting analysis to systems that are fully tractable, we seek to reduce the PDE to the
single integral in Equation S32, then use numerical quadrature.
We start by computing the characteristics U. As we have assumed the splicing graph is a DAG,
there must be at least one vertex with out-degree zero [19]. Therefore, at least one transcript
(arbitrarily indexed by n) undergoes degradation only, with no splicing products. This transcript
has the following characteristic:

dUn

ds
= −Uncn0 =⇒ Un = une

−cn0s. (S33)

We can iterate backwards and write down an equation for each Ui(u, s). This amounts to iterating
over S31 for different i, checking whether all j corresponding to nonzero cij have already been
visited, and solving the ODE if this is the case. Since DAGs have a partial order, it is always
possible to apply this algorithm and proceed from “downstream” to “upstream” species in a well-
defined way.
The following equality emerges from solving a simple linear ODE with arbitrary parameters ai, bi,
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and r:

dy

dx
=
∑
i

aie
−bix − ry =⇒ y =

∑
i

ai
r − bi

e−bix +Ke−rx

dy

dx
=

d

dx

∑
i

ai
r − bi

e−bix +
d

dx
Ke−rx

= −
∑
i

aibi
r − bi

e−bix −Kre−rx

∑
i

aie
−bix − ry =

∑
i

aie
−bix −

∑
i

air

r − bi
e−bix −Kre−rx

ai −
air

r − bi
=
air − aibi − air

r − bi
= − aibi

r − bi
,

(S34)

which confirms that the expression for y solves the ODE. Therefore, we can write down Equation
S31 in an analogous form:

dUi

ds
=

n∑
j=1

Ujcij − Ui

ci0 + n∑
j=1

cij

 . (S35)

Since the terminal characteristics, as derived in Equation S33, are exponential, and iterating back-
wards maintains the functional form, each characteristic must be expressible as a weighted sum of
exponentials Ui =

∑
j Aije

−rjs, with exponents defined as ri =
∑n

j=1 cij + ci0, the total efflux rate.
Therefore,

Ui =

n∑
j=1

aj
ri − rj

e−rjt +Ke−rit (S36)

The initial condition is Ui(u, 0) = ui implies K = ui −
∑

j
aj

ri−rj
. Care must be taken when the

downstream paths converge. Duplicate terms in product characteristics Uj need to be aggregated:

∑
j

Ujcij =
∑
j

cij
∑
k

Ajke
−rks =

∑
k

∑
j

cijAjk

 e−rks (S37)

Although the derivation is somewhat technical, it lends itself to automation. In a n-species system
with as many distinct efflux rates, each characteristic can be defined with respect to n basis functions
e−ris. Therefore, we iterate over the splicing graph from “downstream” to “upstream”, and re-
weight the coefficients of the bases for each characteristic.

S2.1 Example: path graph splicing

In this and the two following subsections, we solve the ODEs in Equation S31 by hand for several
small systems.
Consider the system consisting of a bursting gene coupled to a n-step birth-death process, char-
acterized by the path graph in Figure S1, where B ∼ Geom(b), and all reactions occur after
exponentially-distributed waiting times. The bursts occur with rate k1, the conversion of adjacent

11



Figure S1: Graph representation of the generic path graph model. The source transcript T1 is syn-
thesized at the gene locus in random geometrically distributed bursts (according to a distribution
B with burst frequency k1). Each molecule proceeds to isomerize in a chain of splicing reactions
governed by successive rates β1, β2, . . . , βn−1, until reaching the form Tn, which is ultimately de-
graded at rate βn.

transcripts Ti to Ti+1 occurs with rate βi, and the degradation of Tn occurs with rate βn. We
assume the rates of conversion and degradation are all distinct. The amount of species Ti can be
described by the non-negative discrete random variable mi. We assume no molecules are present
at t = 0.
Analysis yields the following PDE governing the generating function:

∂ϕ

∂t
= k1(M(u1)− 1) +

n−1∑
i=1

βi(ui+1 − ui)
∂ϕ

∂ui
− βnun

∂ϕ

∂un
, (S38)

where M(u) := F (1 + u). This equation can be solved using the method of characteristics, with
formal solution ϕ = k1

∫ t
0 [M(U1(s))−1]ds. The characteristics Ui, i < n satisfy dUi

ds = βi(Ui+1−Ui),
with Un(u, s) = une

−βns.
The functional form of dUi

ds , combined with Equation S36, implies that U1(s) is the weighted sum of
exponentials

∑n
i=1A1ie

−βis. The weights A1i can be computed through a simple iterative procedure,
which proceeds from the terminal species and successively incorporates dependence on upstream
rates:

A1i ← 0 ∀ i < n
A1n ← un
i← n− 1
while i > 0 do

for j > i do
A1j ← A1j × βi

βi−βj

end for
A1i ← ui −

∑
j>iA1j

i← i− 1
end while

This algorithm iteratively applies the solution from Equation S34 and its particular form in Equa-
tion S36 to explicitly compute the basis coefficients.

S2.2 Example: alternative splicing

Suppose the downstream dynamics are given by a directed rooted tree. The solution procedure is
analogous to that used for the path graph. First, starting at the leaves, the path subgraph solutions
are produced by the procedure above, yielding a sum of exponentials. Then, at a node of out-degree
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Figure S2: Graph representations of simple directed acyclic graph models. (a) Tree splicing graph
with two terminal isoforms. (b) Convergent splicing graph with a single terminal isoform and two
intermediate transcripts.

> 1 (i.e., molecular species with several potential products), the associated ODE has a functional
form identical to that of a path graph. Therefore, the solutions are analogous.
As an illustration, consider the simplest tree graph, shown in Figure S2a, where the splicing reac-
tions occur at rates α1 and α2 and degradation reactions occur at rates β1 and β2. Physically, this
graph can be interpreted as a single source mRNA being directly and stochastically converted to
one of two terminal isoforms by removal of intron 1 or intron 2. Clearly, Ui = uie

−βis for i ∈ {1, 2}.
The ODE governing the source species is:

dU0

ds
= α1(U1 − U0) + α2(U2 − U0) = α1U1 + α2U2 − (α1 + α2)U0

=⇒ U0 =
α1

α1 + α2 − β1
u1e

−β1s +
α2

α1 + α2 − β2
u2e

−β2s +Ke−(β1+β2)s

s.t. K = u0 −
α1

α1 + α2 − β1
u1 −

α2

α1 + α2 − β2

(S39)

Finally, the expression for U0 can be directly plugged into the burst generating function and inte-
grated.

S2.3 Example: two-intron splicing with non-deterministic order

Consider the same tree graph as in the example above, and suppose T1 and T2 are converted
to product T12 at rates β1 and β2, as shown in Figure S2b. Afterward, T12 is degraded at rate
γ. Physically, this graph can be interpreted as a single source mRNA being converted to one of
two intermediate isoforms by the removal of one of two introns, then to a single terminal isoform
by the removal of the other intron. Clearly, U12 = u12e

−γs. Setting fi := βi

βi−γ , we find Ui =

(ui − fiu12)e−βis + fiu12e
−γs. Finally, the dynamics of the source molecule T0 are governed by the

following ODE:

dU0

ds
= α1(u1 − f1u12)e−β1s + α2(u2 − f2u12)e−β2s + (α1f1 + α2f2)u12e

−γs − (α1 + α2)U0

Yet again, the functional form affords a straightforward analytical solution:

U0 = Ke−cs +
C1

c− β1
e−β1s +

C2

c− β2
e−β2s +

C3

c− γ
e−γs,

where c := α1 + α2, C1 := α1(u1 − f1u12), C2 := α2(u2 − f2u12), and C3 := α1f1 + α2f2. From the
initial condition U0(s = 0) = u0, we yield K = u0− C1

c−β1
− C2

c−β2
− C3

c−γ . The computation procedure
is demonstrated in Figure S3.
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Figure S3: Illustration of the solution algorithm. The differential equation structure requires the
backward propagation of downstream species’ solutions, weighted by ratios of rates.

S2.4 General spectral solution

The solutions described above, although exact, are cumbersome to compute by hand. Ultimately,
we seek to evaluate the characteristics of an arbitrary graph at an arbitrary set of u for the Fourier
transformation and an arbitrary set of t for the quadrature.
In principle, we can exploit previous results. For example, the case of constitutive expression
is known to have a multivariate Poisson distribution with intensities given by the reaction rate
equations [14]. Therefore, to obtain the functions U, we need to write down the generating function
G∗ of the solution to the constitutive case, differentiate the log-PGF ϕ∗ =

∫ t
0

∑n
i=1 k1,iUi(u, s)ds,

and obtain the characteristics. The solution to this system has been well-characterized for sixty
years, with cornerstone work by Gans [20] and McQuarrie [21], as well as recent extensions by
Gadgil [22] and Reis [23], and can be obtained using the eigenvalues of the transition rate matrix
with entries cij . Equivalently, we know that the constitutive solution consists of independent Poisson

distributions [14]; therefore, it it must be possible to write down each ∂ϕ∗

∂t as a sum of independent
species-specific functions

∑n
i=1 uiψi(s), where ψi is the derivative of the species average obtained

by solving the reaction rate equations.
Ultimately, it is easiest to apply spectral methods directly to the characteristic relations. We can
write down Equation S40 as a matrix equation:

dU

ds
= CU s.t. U(s = 0) = u, (S40)

where C is a matrix containing Cij = cij for all i ̸= j and Cii = −
∑n

j=1 cij−ci0. We can decompose

it as C = V ΛV −1, where Λ is a matrix containing the eigenvalues λ1, ..., λn on the diagonal. The
general solution to this system takes the following form:

U(s) =
n∑

i=1

aie
λisvi, (S41)
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where vi are the eigenvectors contained in V . To compute the coefficients ai, we need to plug in
the initial condition:

u = U(0) = [v1, ...,v1][a1, ..., an]
T = V [a1, ..., an]

T

=⇒ [a1, ..., an]
T = V −1u.

(S42)

Plugging these coefficients into the solution:

U = [eλ1sv1, ..., e
λnsvn]V

−1u (S43)

Inspecting each individual characteristic Ui:

Ui =
n∑

j=1

n∑
k=1

Vije
λjsV −1

jk uk =
n∑

j=1

n∑
k=1

VijV
−1
jk uke

λjs (S44)

To actually compute the integral in Equation S32, we need to know U as a function of time. This is
easiest to represent by writing the characteristics as weighted sums of the time-dependent spectral
terms:

U = A[eλ1s, ..., eλns]

Aij =
n∑

k=1

VijV
−1
jk uk

w := V −1u =⇒ A = V ·Diag(w).

(S45)

Therefore, for each reaction system we investigate, we need only compute V , V −1, and Λ once,
by a single spectral decomposition and a single inversion. Thereafter, we can compute w for each
value of u of interest, by two matrix multiplications per u.
Finally, if we are interested in a single characteristic, we simply extract the corresponding coef-
ficients. For example, if only a single transcript with index i is being produced in bursts, the
following equation gives its characteristic:

Ui(u, s) =
n∑

j=1

eλjs(V ·Diag(V −1u))ij . (S46)

By construction, the diagonal elements of C give the eigenvalues λi. Therefore, ri = −λi. If
multiple eigenvalues coincide, it is necessary to use a version of the spectral solution with mixed
exponential-polynomial terms [13,24].

S3 Bursty systems have well-behaved moments

In the current section, we use the standard geometric burst distribution and demonstrate qualitative
properties of the solutions: all solutions exist, have all moments, and are unimodal. For convenience,
we adopt the assumptions and notation of the section ”Moments of the splicing graph solutions are
tractable by matrix operations” in the main text.
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S3.1 The exponential sum is always positive

First, we demonstrate that the downstream processes yield a strictly positive functional form of
time dependence. Noting that the marginal of species i (with uj = 0 for all j ̸= i) yields the
functional form U1(ui, s) = ui

∑n
k=1 ai,ke

−rks := uiψi(s), this condition translates to ψi(s) > 0 for
all s > 0.
Consider F (x) = x, corresponding to constitutive production of the source species (i.e. a Poisson
birth process), with no molecules present at t = 0. Focusing on the marginal of species i, this
assumption yields ϕ(ui, t) = k1

∫ t
0 U1(ui, s)ds = k1

∫ t
0 unψn(s)ds. Evaluating eϕ at xi = 0, i.e.

ui = −1, marginalizes over all j ̸= i and yields the probability of observing zero counts of species
i: G(ui, t) = P (mi = 0, t) = P0(t) = exp(−k1

∫ t
0 ψi(s)ds). The corresponding time derivative is

dP0
dt = −k1ψn(t) exp(−k1

∫ t
0 ψi(s)ds). Simultaneously, we know that P0(t) = e−λi(t), where λi(t)

is the solution of the reaction rate equation for species i [14]. Clearly, dP0
dt = −P0(t)

dλi(t)
dt . The

reaction rate dλi(t)
dt > 0 at t = 0 under the given initial conditions. Furthermore, dλi(t)

dt is strictly
positive. This follows from the reaction rate equations. By the continuous formulation, λi is a
weighted moving average of some set of processes {λk}. λ1 is a strictly increasing function governed
by k1

r1
(1 − e−r1s). The property of being strictly increasing is retained under moving average and

rescaling. Therefore, each successive moving average must be strictly increasing.
Finally, P0 ∈ (0, 1) > 0, because the Poisson distribution has support on all of N0. Therefore,

dP0
dt is

strictly negative. As the exponential term and k1 are positive, this implies ψi(s) is strictly positive
for all s > 0.

S3.2 All generating functions and marginals exist

Next, we show that G(ui, t), the generating function of the ith marginal, is finite for the geomet-
ric burst system. This follows from the construction of the original PGF: the marginal PGF is
guaranteed to be finite if 1 − buiψi is never zero. But for the relevant domain ℜ(un) ≤ 0, on the
shifted complex unit circle, ℜ(1−buiψi) ≥ 1, except at the degenerate initial case. The existence of
the marginal moments of Xi is implied by the existence of the generating function. The existence
of all cross moments follows from the Cauchy-Schwartz inequality. Per standard properties, this
existence property holds for both Xi and Λi.
The tails of the stationary discrete marginals decay no slower than the geometric distribution. This
follows immediately from the lower bound on ℜ(1− buiψi), which in turn gives an upper bound on
xi [13]. Equivalently, this follows from the existence of all moments [25]. An analytical radius of
convergence has been given previously for n = 2 [13], but numerical optimization is necessary to
establish rates of tail decay for n > 2.

S3.3 All marginals are infinitely divisible

An infinitely divisible distribution of a random variable X can be represented as the sum of q
independent random variables Xq1, ..., Xqq for every integer q [26]. This follows from the functional
form of the PGF in Equation 14 (setting kj = 0 when j ̸= 1 for consistency): the system can be
decomposed into q independent systems with burst frequencies k1/q.
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S3.4 Only the first marginal is self-decomposable

The law of a self-decomposable (sd) random variable X is equal in distribution to the random
variable cX + Xc, where Xc is independent of X [26]. By definition, a random variable is sd if
such a representation can be found for any c ∈ (0, 1). Distributions in this class are frequently
invoked in the stochastic process literature, as they are amenable to analysis through the Lévy-
Khinchine representation and guarantee useful properties, chief among them unimodality [17, 27].
Unfortunately, we cannot rely on self-decomposability to prove unimodality in our case, because
all of the downstream processes are non-sd.
A random variable has a self-decomposable law if and only if it also offers a representation of the
form Y =

∫∞
0 e−tdXt, with Lévy Xt [26]. By considering Equation 8, we find that downstream pro-

cesses can be represented as moving averages of upstream processes. However, only L1,t, the jump
driver of the transcriptional process, is Lévy. All downstream intensity processes have nontrivial,
almost-everywhere C∞ trajectories, which implies they cannot be represented by a Lévy triplet:
the only permitted continuous Lévy processes are linear combinations of the (non-differentiable)
Brownian motion Wt and the trivial process t. Therefore, Λi is sd for i = 1 and non-sd for all i > 1.

S3.5 All stationary marginals are unimodal

Even though we cannot rely on the sd property, we can still invoke the properties of the transcrip-
tional process to prove that all marginals are unimodal.
First, we consider a single trajectory of the intensity process Λi governed by Equation 8. The tra-
jectory of Λ1 is a realization of the gamma Ornstein-Uhlenbeck process, a deterministically trans-
formed version of a realization of L1,t [28]. The trajectories of all other species are deterministically

transformed versions of Λ1. For example, if the transcript processing reactions T1
r1−→ T2

r2−→ ... take
place, applying variation of parameters to the Poisson representation yields:

Λ1(t) =

N(t)∑
q=0

e−r1(t−τq)Jq

Λ2(t) =

∫ t

0
r2Λ1(s)e

−r2(t−s)ds.

(S47)

Therefore, the trajectory of every Ti is an iterated and rescaled moving average of the underlying
process L1,t, with exponential jumps Jq at times τq generated by the Poisson process N(t).
Multimodality in the distribution of a trajectory can result from the definition of the moving
average or from multimodality of the underlying process’s trajectory (e.g., Λ1 in Equation S47).
The one-parameter exponential moving average cannot induce multimodality. The stationary law
of many realizations of Λ1 is gamma; by ergodicity, a single realization of its trajectory over a
long enough period of time converges to this law. Therefore, the stationary distributions of all
downstream species are unimodal in the continuous worldview. By standard properties of Poisson
mixtures [29], the CME marginals are likewise unimodal.

S4 Simulation

To compare the analytical solutions with simulation, we generated a random directed acyclic graph,
shown in Figure S4a. The numbers of species (7) and isomerization reactions (11) were chosen
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arbitrarily. We enforced the existence of a single unique source node (a) and the weakly connected
property to ensure only a single source mRNA would be present and all isoforms would be reachable
from it, but did not impose any other conditions. The number of degraded species (3) was chosen
arbitrarily; we assigned degradation reactions to the two sink species (c, e) and randomly chose a
degraded intermediate (b) from a uniform distribution over the molecular species.
All reaction rates were drawn from a log-uniform distribution on [10−0.5, 100.5]; we chose to sample
them from a single order of magnitude to avoid the trivial degenerate cases that occur in cases
of very slow or very fast export [13]. This process produced the parameter values ka = 0.44,
β = [0.48, 2.12, 1.31, 2.21, 1.16, 2.41, 0.4, 1.19, 0.37, 1.19, 0.53], and γ = [0.94, 2.38, 0.72], with the
indices corresponding to those in Figure S4a. Finally, we chose the geometric burst model with
b = 10.

Figure S4: Validation of the solution algorithm using stochastic simulations. a. Graph represen-
tation of the randomly generated transcription, splicing, and degradation model. A single source
isoform Ta is converted to a variety of downstream isoforms Tb, ..., Tg, which isomerize according to
a randomly generated directed acyclic graph. b. The simulated marginal distributions and lower
moments match the analytical solutions (gray bars: histograms obtained from simulations; red
lines: analytical solutions; black points: covariance matrix entries from simulated data).

We applied the algorithm to compute the exponents and coefficients, and computed the stationary
distributions of all species. Further, we simulated 1000 cells up to T = 5r−1

min, where rmin was the
minimum rate of ka, all β, and all γ. The simulated distributions matched the quantitative results
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for the marginals, as shown in Figure S4b. Furthermore, the 49 entries of the covariance matrix
were effectively predicted by the procedure for moment calculation.

S4.1 Benchmarking

To benchmark the performance of the algorithm and identify bottlenecks, we generated 100 splicing
networks with the same number of nodes, edges, and degradation channels as above, and with rates
and graphs drawn from the same distribution. Log-burst sizes log10 b were drawn from a normal
distribution with mean and variance of 1, clipped at [−1, 2]. For each graph, we simulated 1000
cells and timed each step of the procedure. The results are shown in Figure S5. As evident
from Figure S5a, all marginal PMF computation runtimes (including computation of coefficients,
numerical integration, and inverse Fourier transformation) were below 100 ms, and demonstrated
time complexity of O(N 0.414) in the relevant domain (up to approximately 1000 counts).
We can use this benchmark to demonstrate the impracticality of matrix methods for computing
the marginals of highly multimodal systems. If we are interested in the marginal i, this semi-
analytical solution requires an array of size N = maxmi, with the maximum taken over all cells.
However, matrix methods involve a state space size of N =

∏
imaxmi: for example, if we wish

to find the marginal of species e in Figure S4a, we need to compute the entire joint distribution
of species a, b, d, f, g, and e and sum over the dimensions corresponding to a, b, d, f, and g.
To understand how feasible this is, we can examine the “latent” dimension of the systems by
computing N =

∏
i(maxmi + 6), the state space size used throughout the benchmarking to limit

ringing artifacts. The distribution of overall system sizes is shown in Figure S5b, and ranges from
106 to 1016. The upper range of this size requires 281 petabytes to define each state in 8-byte
floating point format, making it impossible to even store an array of size N , much less process it
in the conventional matrix time of O(N 3).
Inspecting the predictive performance of all 100 systems is challenging. However, we can at least
visualize the covariances, in the vein of the last panel of Figure S4b. The results are shown, without
axes, in Figure S5c: overall, the theory agrees with the simulations, although some negative sample
covariances are observed in simulations when the entries are close to zero.
Finally, in Table S1, we report the computation times necessary to generate the marginals for
the 100 systems benchmarked in Figure S5. The simulation is by far the most computationally
intensive part of the process, followed by numerical integration. The spectral decomposition requires
approximately 0.1 ms per system (rather than per marginal). The computation of coefficients
(matrix multiplication) takes on the order of 1 ms per marginal, whereas the Fourier inversion takes
on the order of 0.1 ms per marginal. Therefore, the computational cost of the forward problem is
dominated by the numerical integration, which takes on the order of tens of ms for each PMF. The
runtime can be halved by exploiting the Hermitian property of the Fourier transform of a probability
mass function [30]. Some further speed improvements can be obtained by approximation; we
have reported gains by using Gaussian rather than adaptive quadrature [31] and by using special
functions for certain narrow sets of splicing networks [18], but the performance reported here
appears to be sufficient for most practical use.
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Figure S5: Benchmarking of the solution algorithm using stochastic simulations. a. The runtime
varies between 3 and 150 ms for all marginals, with sub-linear state space size scaling in the low-
copy number regime. b. Although the marginals are tractable, the full joint distributions are
not: the latent space sizes range from 106 to 1016. c. The simulated lower moments match the
analytical solutions for all 100 simulated graphs (x-axis: analytical solution; y-axis: black points:
covariance matrix entries from simulated data; red lines: identity; magenta points: negative of
sample covariance with incorrect sign).

S5 Inference

The current framework provides quadrature-based solutions to the forward problem of PMF pre-
diction for a broad set of transcriptional processes. More broadly, we would like to treat the inverse
problem of identifying parameters from sequencing data. A wide range of statistical approaches are
available; however, in practice, even the simplest, ergodic version of the inverse problem depends
on the following prerequisites:

1. Single-cell, single-molecule data for a set of cells in local equilibrium. This information permits
the application of the ergodic model.

2. Full annotation of intermediate transcripts, including causal relationships, such as the splicing
graph and the identities of degraded molecules. This information permits mapping between
experimental data and theoretical quantities.

3. Transcriptome-wide quantification of all transcripts, ideally unbiased and fully saturated – or,
at the very least, imperfect quantification combined with a statistical model of sequencing.
This information permits the inclusion of technical noise.

No perfect experimental solution exists. The collection of single-cell, single-molecule data is enabled
by barcoding [32]. Characterization of splicing graphs has been treated in experimental [33,34] and
computational [35] contexts. However, these necessarily rely on comprehensive single-molecule an-
notations – which distinct intron/exon combinations occur? – which have only become feasible
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Process Time

Graph construction 607 ms
Simulation 14.1 min

Spectral decomposition 89 ms
Covariance computation 475 ms

Coefficient computation 1038 ms
Numerical integration 7272 ms

Inverse fast Fourier transform 113 ms
Total PMF computation 8482 ms

Table S1: Timing of computation steps for the 700-marginal computation needed to generate Figure
S5.

on a genome-wide scale since the introduction of molecular barcoding. Fully saturated sequencing
is infeasible due to cost, and potentially due to thermodynamic constraints. Finally, standard se-
quencing capture protocols are, by design, biased toward polyadenylated regions [32]. This effect
has been exploited to capture natural intronic sequences [36] and synthetic antibody-conjugated
oligonucleotides [37, 38], but the quantitative effects of these biases are as of yet unclear; we hy-
pothesize that they can lead to systematic false negatives and false positives in the sequencing
process [31]. Naturally, these data quality challenges are compounded with standard statistical
challenges, such as the often considerable computational expense of determining confidence regions.
Formally, we can use a sequencing protocol, count the number of molecular barcodes assigned to
a particular transcript, and produce a data matrix, which we then treat as a set of realizations of
a random variable. However, we do not know the exact form of this random variable. Even if we
assume that we can describe the physics of the system by a Markov model, the system may contain
contributions from the following phenomena:

1. Intrinsic stochasticity due to factors incorporated in the model.

2. Intrinsic stochasticity due to factors outside the model scope.

3. Various regulatory effects that counteract stochasticity.

4. Extrinsic stochasticity due to random variability in biological parameters.

5. Extrinsic effects due to multiple cell types or trajectories.

6. Technical effects due to imperfect sequencing.

7. Ambiguities or bioinformatic uncertainties in identifying transcripts.

We can counteract some of these sources of uncertainty by choosing our data appropriately. The
challenges of point 7 can be mitigated by choosing technologies that perform long-read sequencing.
This essentially restricts us to two candidates with long-read sequencing, cell barcodes, and molecu-
lar barcodes: FLT-seq (full-length transcript sequencing by sampling) [39] and Smart-seq3 [40,41].
We chose the former due to the ready availability of processed, isoform-resolved data. In brief,
FLT-seq synthesizes a cDNA library using 10X gel beads and primers, amplifies it, then applies

21



nanopore sequencing to generate long reads with associated cell and molecule barcodes. The accom-
panying bioinformatic pipeline FLAMES (full-length analysis of mutations and splicing) produces
novel annotations characterizing the exons present in each molecule.
The challenges of point 5 can be mitigated by analyzing experimental conditions where the cells can
be plausibly assumed stationary and homogeneous, up to stochasticity. We used a cultured mouse
stem cell dataset and filtered for a subset of activated cells. Summary visualizations reported by
the authors suggest that this subset is fairly internally homogeneous [39].
We analyzed the transcripts of the top 500 genes (based on total expression) observed in the data
to constrain causal relationships between them. We used gffutils 0.10.1 to construct a database of
identified intermediate and terminal isoforms, based on the accompanying annotations generated by
the FLAMES pipeline. We used the intervaltree 2.1.0 Python package to split the transcript-specific
exons into elementary intervals, defined as the set of largest contiguous stretches that are either
present or absent in each isoform. The distributions of isoforms and introns (elementary intervals)
per gene are shown in Figure S6. With these annotations in hand, we used graph tools from
the NetworkX 2.5.1 Python package to generate directed acyclic graphs induced by accessibility
relations between transcripts: if transcript Tj is accessible from transcript Ti by removing some
portions of sequence, a path must lead from Ti to Tj . By filtering for transcripts with in-degree
zero, we identified “root” transcripts that cannot be obtained by removing regions of any other
transcript.

Figure S6: Isoform diversity of the FLT-seq dataset. a. The top 500 highest-expressed genes
demonstrate a high diversity of transcript forms, with most genes having up to 20, but a significant
tail having 20-90. b. By definition, the isoform diversity stems from presence and absence of
variable regions. An average gene has approximately 20 such regions.

The hypothetical source transcript covering the entire locus was not observed for any of the genes.
As their exonic patterns are mutually exclusive, we model each gene’s root transcripts as products of
a single rapidly processed source species. The theoretical results given in Equation 29 immediately
imply that the root transcripts must be distributed according to a negative binomial law. Therefore,
by fitting the transcript distributions, we can estimate effective burst sizes bwi and normalized efflux
rates ri. These marginal parameters can be plugged into the formula for Pearson correlation in
Equation 31, and compared to the empirical correlation coefficients.
The procedure assumes that all of the root transcripts are rapidly, and stochastically, produced
from a single parent transcript, and attempts to use this model to predict their sample correlation
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structure without foreknowledge of anything but the marginal distributions. As outlined in the
“Results” section, the theoretical correlations are to be understood as upper limits. The noise
sources outlined in points 2, 4, and 6 – and potential residual contributions from 5 and 7 – inevitably
reduce transcript–transcript correlations. By treating correlations as upper limits in the absence
of all noise outside the intrinsic stochasticity in point 1, we side-step the error sources outside the
model: their specific form can be omitted; we are only concerned with the fact that they decrease
mutual information.
To facilitate the fitting process, we performed several steps of filtering. After identifying the root
transcripts, we filtered out “sparse” transcripts with fewer than five molecules in the entire dataset,
as their fits are unlikely to be informative. To account for point 3 in an ad hoc way, we removed all
transcripts with variance lower than the mean: they cannot be effectively fit to a negative binomial
model, and underdispersion is a known to be a hallmark of feedback regulation [42]. We fit the
remaining root transcript marginal distributions using the statsmodels 0.10.2 Python package, and
filtered out all genes that were not successfully fit.
542 transcripts were rejected due to sparsity. 302 transcripts were rejected due to underdispersion.
100 transcripts were rejected due to failure to converge to a satisfactory fit; all of these had average
expression below 1 mRNA per cell, with the distribution of average transcript counts for this
subset shown in Figure S7. The quality of fits is demonstrated for a sample gene in Figure 1c.
The interactive Python notebook used to perform the analysis can be used to investigate the exon
structure, elementary intervals, putative splicing DAGs, and fits for any gene in the dataset.

Figure S7: Distribution of average copy numbers of transcripts rejected by the fitting procedure.

This analysis produced 4885 nontrivial correlations for pairs among 1978 transcripts. The sample
correlations are visualized against the theoretical correlations in Figure 1d. The points are aggre-
gated in the lower right corner of the plot, as we expect: if the theoretical correlations are computed
in the absence of noise, any additional stochasticity will degrade the correlations actually observed
in the data. Some points lie above the line of identity, possibly reflecting tight regulation. A cluster
of points (evident as the sharp peak on the histogram in Figure S8) has small negative correlations,
possibly indicating mutually exclusive splicing of certain isoforms. However, it is not yet clear that
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either of these deviations results from meaningful model differences rather than the relatively small
sample size of the FLT-seq datasets, filtered for a single cell cluster.

Figure S8: Histograms of sample correlations between root transcript counts in the FLT-seq dataset,
computed for isoforms that passed filtering and were fit according to the procedure described
in Section S5. a. The distribution of intra-gene correlations demonstrate a peak near -0.05.
This visualization can be obtained by marginalizing Figure 1d. b. The distribution of inter-gene
correlations demonstrate a peak near 0.7 and a shoulder near 0.2. This visualization can be obtained
by marginalizing Figure 1g.

We can use the same procedure to try and predict inter-gene correlations: in the simplest model
of co-expression, all genes fire simultaneously, with correlated burst sizes given by the model in
Equation 28. Thus, their root transcripts are generated at the same time. To analyze the data,
we need to select a single isoform for each gene. We cannot simply aggregate all isoforms, or
even all root transcripts, as the distribution of sum of these random variables is not necessarily
negative binomial. Therefore, we choose a single “dominant” isoform for every gene, based on
highest expression. In the vast majority of cases, this isoform predominates and accounts for most
of the expression among the root isoforms (Figure S9).
After processing the same set of 500 genes, 490 root transcripts remained after filtering and fit-
ting. The analysis produced 119805 nontrivial correlations for pairs of transcripts. The sample
correlations are visualized against the theoretical correlations in Figure 1g. As before, the points
are aggregated in the lower right corner of the plot, suggesting that the upper limit on correlation
obtained from the intrinsic-only noise model holds. Some points lie above the line of identity, but
there does not appear to be a distinctive population of genes with negative correlations (Figure
S8b).

S5.1 Quantifying uncertainty in correlation coefficients

To understand whether the model constraints hold, we have compared predicted “theoretical” corre-
lations to sample correlations. However, with the relatively small sample sizes available by FLT-seq,
both the predictions and the sample correlations themselves have non-negligible uncertainty. To
understand whether violations of the constraints are systematic or artifactual, we need at least a
qualitative understanding of the uncertainty involved. The prediction procedure is intended to be
ad hoc: it sacrifices statistical power by predicting rather than fitting joint distributions. There-
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Figure S9: Histogram of the relative prevalence of the dominant root isoform. In the vast majority
of cases, a single isoform predominates.

fore, we do not treat uncertainty in ρtheo: its interpretation and computation are rather obscure.
However, we can analyze the distributions of the sample correlations and attempt to quantify their
stability.
The distribution of correlations can be computed analytically, through the bootstrap, or through
approximations. Unfortunately, it appears that analytical solutions are only available for a very
narrow set of distributions, such as the multivariate normal [43]. For a rough estimate, we use an
approximation and adapt the Fisher z-transformation 1

2 ln
1+ρ
1−ρ . If the number of observed cells is

N , the 95% confidence interval for the z-transformed correlation has the half-width 1.96/
√
N − 3.

If the true correlation ρ = 0, the confidence interval (CI) for the sample correlation takes the
following form [44]: [

tanh(−1.96/
√
N − 3), tanh(1.96/

√
N − 3)

]
(S48)

For the sample size of 137 cells we use, the 95% CI is 0 ± 0.168. Although this estimate is very
approximate, it appropriately conveys the high uncertainty in the observed correlations.
We can compute 95% CIs for the sample correlation directly, using the bootstrap. We demonstrate
these confidence intervals for the intra-gene correlations in Figure S10a. Compared with the 750
correlations in the “negative” regime obtained by point estimation, only 144 entries have a CI that
lies entirely below the zero-correlation line (2.9% of all correlations). Further, compared with the
279 “inconsistent” entries, only 29 have a CI that lies entirely above the line predicted by Equation
31 (0.59% of all correlations). Therefore, the qualitative picture of the data as broadly consistent
with the proposed model constraints appears to be supported by the analysis of uncertainty. We
visualize the dependence of the uncertainty on the sample correlation in Figure S10. The CIs are
in line with the approximation obtained from Equation S48: the correlations can be estimated up
to an error of 0.1-0.2.
We perform an analogous analysis of inter-gene correlations in Figure S11a. Compared with the
1961 correlations in the “negative” regime, only 262 entries have a CI that lies entirely below the
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Figure S10: Bootstrap 95% confidence intervals for the intra-gene sample correlations. a. A variant
of Figure 1d with uncertainty in the sample correlations (points: sample correlations; error bars:
confidence intervals for the sample correlations; horizontal line: zero correlation; diagonal line:
identity). b. Confidence intervals visualized as a function of the sample correlation (error bars:
confidence intervals corresponding to a particular correlation matrix entry; red line: identity).

zero-correlation line (0.0022% of all correlations). Further, compared with the 302 “inconsistent”
entries, only 5 have a CI that lies entirely above the line predicted by Equation 31 (0.0042% of all
correlations). Therefore, data appear to be broadly consistent with proposed model constraints,
potentially to a greater extent than in the foregoing investigation of intra-gene correlations. We
visualize the dependence of the uncertainty on the sample correlation in Figure S11; as before, the
CIs are in line with the Fisher approximation.

Figure S11: Bootstrap 95% confidence intervals for the inter-gene sample correlations. a. A variant
of Figure 1g with uncertainty in the sample correlations (points: sample correlations; error bars:
confidence intervals for the sample correlations; horizontal line: zero correlation; diagonal line:
identity). b. Confidence intervals visualized as a function of the sample correlation (error bars:
confidence intervals corresponding to a particular correlation matrix entry; red line: identity).
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S6 Delay chemical master equations

In the current supplement, we detour from the Markovian framework to consider delay systems,
which have deterministic, rather than stochastic, state transitions. Certain degenerate cases – for
example, the problem of incremental, linear movement with identical transition rates – directly
bear upon the class of delay chemical master equations (DCMEs).

S6.1 Example: constitutive production, one species

To begin, we can model the simple linear chain of reactions with constitutive production:

∅ k1−→ T1
β/n−−→ ...

β/n−−→ Tn
β/n−−→ ∅, (S49)

where the total delay between production of T1 and degradation of Tn is Erlang-distributed, with
shape n and rate β. As n → ∞, the Erlang distribution reduces to a point mass at β−1 := τ .
This implies that we can treat an aggregated species T , produced at rate k and degraded after a
deterministic delay τ :

∅ k1−→ T τ
=⇒ ∅ (S50)

This is precisely the “linear chain trick” introduced by MacDonald in 1978 [45]. The study of delayed
dynamical systems, such as delay differential equations, dates back to the eighteenth century [46],
with cornerstone biological models by Lotka and Volterra [45,46]. Recent work has focused on de-
veloping exact solutions [47–49] and simulation methods [50,51]. In particular, studies by Lafuerza
and Toral [52,53] report full analytical solutions for constitutive systems with isomerization, while
a contemporary study by Jia and Kulkarni [54] reports lower moments for a system with bursty
mRNA production and catalysis. The distribution of T is Poisson(k1τ), as this is the number of
transcriptional events in a window of length τ .

S6.2 Example: constitutive production, two species

As a secondary illustration, we consider the constitutive two-stage system described by Lafuerza
and Toral [52]. If we assume that no stochastic degradation reactions occur, the reaction equations
and generating function relations take the following form:

∅ k1−→ T1
β−→ T2

τ
=⇒ ∅

∂G

∂t
= k1(F (x1)− 1)G+ β(x2 − x1)

∂G

∂x1
+ β(1− x2)

∞∑
m1=0

G∗(x1, x2, τ)m1P (m1, t− τ),

where G∗ is a conditional generating function for an auxiliary non-degrading system, initialized at
m1 − 1 molecules of the parent transcript T1. This auxiliary system has no degradation reactions,
and allows us to incorporate the non-Markovian effects of delays. Assuming constitutive production,
and using the shifted variables ui for convenience, we find:

∂G

∂t
= k1u1G+ β(u2 − u1)

∂G

∂u1
− βu2

∞∑
m1=0

G∗(u1, u2, τ)m1P (m1, t− τ) (S51)
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The final term is not proportional to G, so no convenient exponential ansatz is available. However,
the sum affords an alternative representation, which exploits the separability of the initial condition
and the dynamics on [0, τ ]:

G∗(u1, u2, τ) = [1 + U1(τ)]
m1−1eϕ

∗(τ)

∞∑
m1=0

G∗(u1, u2, τ)m1P (m1, t− τ) = eϕ
∗(τ)

∞∑
m1=0

[1 + U1(τ)]
m1−1m1P (m1, t− τ),

(S52)

where ϕ∗ is the factorial-cumulant generating function of the auxiliary system, started at zero
molecules. This sum may be treated as the first derivative of the stationary T1 PGF, evaluated at
1 + U1, where U1 is a function computed by solving the non-degrading system with the method of
characteristics.
We start by computing the auxiliary U1 by using the method of characteristics and enforcing
U2(0) = u2 and U1(0) = u1.

∅ k−→ T1
β−→ T2

∂U2

∂s
= 0 =⇒ U2 = u2

∂U1

∂s
= β(U2 − U1) =⇒ U1 = u2 + (u1 − u2)e−βs

(S53)

Now, we compute the generating function of the subsystem:

ϕ∗(t) = k1

∫ t

0
U1(s)ds = k1

∫ τ

0

[
u2 + (u1 − u2)e−βs

]
ds

= k1u2τ +
k1
β
(u1 − u2)

[
1− e−βτ

] (S54)

We compute the derivative of the T1 Poisson PGF:

H(x1) = ek1(x1−1)/β

H(u1) = ek1u1/β

H ′(U1) =
k1
β
ek1U1/β

(S55)

This construction is slightly simpler than in the original: we do not use the full time-dependent
Poisson distribution, but presuppose that the system starts with T1 in equilibrium. Since it ap-
proaches this distribution exponentially fast regardless of initial conditions, the error is minimal,
and the simplification eliminates the time dependence in the degradation term.
Plugging in and evaluating the non-Markovian term:

eϕ
∗(τ)H ′(U1(τ)) =

k1
β

exp(k1u2τ + k1u1/β) (S56)

Finally, considering the full generating function expression:

∂G

∂t
= k1u1G+ β(u2 − u1)

∂G

∂u1
− k1u2eu1

k
β
+u2k1τ (S57)
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Lafuerza and Toral report a solution [52], though computed through an ansatz rather than directly
– this PDE is not quite as simple as that of the Markovian system. We restrict ourselves to the
stationary solution, which can be solved with a rather mechanical application of the integrating
factor method, or by noticing that the uncorrelated Poisson PMF solves the equation:

G = e
u1

k1
β
+u2k1τ

∂G

∂u1
=
k1
β
G

∂G

∂t
= k1u1G+ β(u2 − u1)

k1
β
G− k1u2G = 0

(S58)

Of course, this result can be derived just as well without writing down anything at all – by using
the standard results for constitutive production [14], the linear chain trick, and the fact that sums
of Poisson random variables are Poisson.

S6.3 Example: bursty production, one species

We can use such an approach to treat the simplest bursty delay reaction system:

∅ k1−→ B × T τ
=⇒ ∅ (S59)

Instead of writing down a DCME, we can notice that the system at time t has no memory beyond
the last period of length τ . Therefore, we can immediately write down the distribution of T :
there are Poisson(k1τ) burst events in each interval of length τ , and each burst event gives rise to
Geom(b) molecules. Therefore, the stationary distribution of molecules remaining in the system is
a Poisson-geometric mixture. This approach has recently been used in a more general treatment
of DCMEs [55].

S6.4 Example: bursty production, two species

Unfortunately, more general systems with a combination of bursting and downstream processing
are not amenable to either the ad hoc or the rigorous approach.
In particular, we attempt to solve the delayed analog of the two-stage bursty system [13]:

∅ k1−→ B × T1
β−→ T2

τ
=⇒ ∅

∂G

∂t
= k1

[
1

1− bu1
− 1

]
G+ β(u2 − u1)

∂G

∂u1
− βu2eϕ

∗(τ)H ′(U1(τ)),
(S60)

where the auxiliary system is now bursty.
First, we compute the factors of the non-Markovian term. The PGF derivative is found by evalu-
ating the T1 marginal:

k1

∫ T

0

[
1

1− bu1e−βs
− 1

]
ds =

k1
β

ln

(
bu1e

−βT − 1

bu1 − 1

)
, (S61)

which coincides with the relevant result for the gamma Ornstein–Uhlenbeck SDE [28]. However,
this form is needlessly challenging to work with, and it is more straightforward to assume T ≫ 0,
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or the system starts in the equilibrium distribution of T1. Again, due to exponential convergence,
the error is minimal. Differentiating with respect to x1 = u1 + 1:

H ′(x1) =
d

dx1

(
1

1− b(x1 − 1)

)k1/β

=
k1b

β

(
1

1− b(x1 − 1)

)k1/β+1

(S62)

H ′(u1) =
µ1H(u1)

1− bu1
, (S63)

where we define µ1 := k1b/β for simplicity. This yields a straightforward expression for the sum-
mation:

∞∑
m1=0

[1 + U1]
m1−1m1P (m1, t− τ) =

µH(U1)

1− bU1
(S64)

We reuse U1 and U2 from the derivation of the constitutive system, as the downstream components
of the auxiliary systems match:

∅ k1−→ B × T1
β−→ T2

ϕ∗(τ) = k1

∫ τ

0
(M(U1)− 1)ds = k1

∫ τ

0

[
1

1− bU1
− 1

]
ds

= k1

∫ τ

0

[
1

1− bu2 − b(u1 − u2)e−βs
− 1

]
ds

θ :=
b(u1 − u2)
1− bu2

ϕ∗ = k1

∫ τ

0

[
(1− bu2)−1

1− θe−βs
− 1

]
ds

= k1τ

(
bu2

1− bu2

)
+

k1
β(1− bu2)

ln

(
θe−βτ − 1

θ − 1

)
= k1τ

(
bu2

1− bu2

)
+

k1
β(1− bu2)

ln

(
bU1(τ)− 1

bu1 − 1

)

(S65)

which follows from the derivation of the PGF of the nascent marginal.
Now, considering the full generating function relation:

∂G

∂t
= k1

[
1

1− bu1

]
G+ β(u2 − u1)

∂G

∂u1

− βu2e−k1τ exp

(
k1τ

1− bu2

)(
bU1(τ)− 1

bu1 − 1

)k1β−1(1−bu2)−1

× k1b

β

(
1

1− bU1(τ)

)k1/β+1
(S66)

This PDE is not easily tractable by standard analytical or numerical methods. The form of the
equation is rather complicated and not amenable to analysis by characteristics. In principle, a
numerical PDE or ODE solver can be used: we may fix u2 and solve for G(u1, u2) over a mesh of
u1. By repeating this for many values of u2, we can compute the Fourier transform of the joint
distribution. However, this requires solvers that can integrate over the complex plane, as well
as initial conditions G(0, u2) for each u2. These are the very values we seek, so even numerical
approaches require some ingenuity.
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In short, the stochastically delayed systems reduce to deterministically delayed systems in some
well-studied regimes. However, in spite of the formal connection between the CME and the DCME,
the former is far simpler to analyze: the DCME is non-Markovian, and generally resistant to exact
analysis. Although much recent progress has been made, regulated transcriptional systems do not
yet have full probabilistic solutions.
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[44] A. G. Asuero, A. Sayago, and A. G. González. The Correlation Coefficient: An Overview.
Critical Reviews in Analytical Chemistry, 36(1):41–59, January 2006.

[45] Norman MacDonald. Time Lags in Biological Models, volume 27 of Lecture Notes in Biomath-
ematics. Springer Berlin Heidelberg, Berlin, Heidelberg, 1978.

[46] Kevin Burrage, Pamela Burrage, Andre Leier, and Tatiana T. Marquez-Lago. A Review of
Stochastic and Delay Simulation Approaches in Both Time and Space in Computational Cell
Biology. In David Holcman, editor, Stochastic Processes, Multiscale Modeling, and Numerical
Methods for Computational Cellular Biology. Springer International Publishing, Cham, 2017.
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