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Reviewers' comments: 
 
Reviewer #1 (Remarks to the Author): 
 
In the article by Elena et al., the authors assessed co-transcriptional splicing (CTS) efficiency of 
different genes with nascent chromatin-associated RNA sequencing data. CTS is an important and 
complicated process. The article reported associations between CTS and gene length, RNA 
abundance, and gene functions. They also showed that TGFbeta treatment results in CTS changes 
of specific genes. In general, the study is descriptive, without new insights into specific 
machineries. Following are some major questions and concerns I have. 
 
1. From Fig. 1D, it appears that the ISIc values depend on numbers of introns rather than the host 
genes. In other words, genes with similar numbers of introns tend to have similar ISIc values. 
Therefore, randomly selected intron sets are not proper controls for the comparisons in Fig. 1E, F. 
2. RPKM values could be highly biased for short RNA fragments. Therefore, for short introns and 
exons, the authors should be very careful when using RPKM to calculate the levels of GSI and ISIc. 
They should either filter out the short introns and exons or figure out a way to address the RPKM 
bias due to length differences. 
3. What does Fig. 2E mean in biology? These GO terms are very general. It is unclear how GSI 
values are associated to these very general functions. Important information is missing, for 
example, how many genes in a specific term were actually GSI high or low? One has to suspect 
that these apparent enrichments are just artifacts of the GO analyses. 
4. From Fig. 3A, I am not convinced that GSI is negatively correlated with pre-mRNA levels. 
5. Fig. 3C: I am suspecting that the correlation between GSI and gene length is potentially due to 
the RPKM bias as mentioned in comment #2. If the authors truncate the lengthy genes to 
generate “fake” genes, would they get the same GSI values as the full length genes? This needs to 
be carefully addresses, as the authors claims that gene length is the strongest factor defining the 
GSI values. 
6. A major problem is that apparently, no biological replicate was included in the TGFbeta study. 
The authors simply used deltaGSI of 0.5 as cutoffs. How can we tell whether or not such a small 
change represents a biologically relevant machinery rather than just technical noise? After all, GSI 
ranges from 0 to 6. More replicates are definitely needed to differentiate, to some extent, the real 
biological changes and technical variations. 

 

Reviewer #2 (Remarks to the Author): 

In this manuscript, authors utilized nascent chromatin-associated RNA-sequencing data recently 
published (Guerrero-Martinez et al., 2020, Nature communications 11: 6196) to study the 
efficiency of co-transcriptional splicing. They found that co-transcriptional splicing tends to be 
similar between the different introns of a gene and that genes that are short and abundant in 
terms of pre-mRNA expression undergo inefficient splicing, while genes that are long and less 
abundant in terms of pre-mRNA exhibit a more efficient splicing. Furthermore, authors revealed 
that the TGFb pathway regulates the co-transcriptional splicing efficiency by causing changes in 
the levels of mRNA. The topic of the paper is interesting, and the manuscript is well written. 
 
Major 
 
• What about the role of the size of the exons and the size of the introns? Would this affect the 
results and interpretations? 
• The following statement from the authors is a good summary of the entire paper: “two extreme 
behaviors: highly transcribed short genes encoding mostly transcription factors or translation 
proteins, which display inefficient splicing, and long genes mostly encoding metabolic enzymes or 
transport proteins with a not very high level of pre-mRNA” (lines 260-263). Could you please 
discuss better which the biological and physiological implications of this are? 
• As it is the paper is mainly bioinformatics, what is OK. However, I think it can be significantly 
improved if authors discuss or even show some evidence of the implications of their findings in the 
biology of the cells or within a physiological context. In that manner, the readers and the scientific 
community will appreciate even more the importance of their discoveries. 
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First we want to thank Reviewers for their interesting and appropriated 
comments and suggestions. We think we have addressed most of the 
Reviewer’s questions and the revised manuscript has improved very much 
in quality. Answers to the Reviewer’s comments are in boldface. Figures 
for the Reviewers, designed Figures R1, R2…etc.  
 
 
Reviewer #1 (Remarks to the Author):  
 
In the article by Elena et al., the authors assessed co-transcriptional splicing 
(CTS) efficiency of different genes with nascent chromatin-associated RNA 
sequencing data. CTS is an important and complicated process. The article 
reported associations between CTS and gene length, RNA abundance, and gene 
functions. They also showed that TGFbeta treatment results in CTS changes of 
specific genes. In general, the study is descriptive, without new insights into 
specific machineries. Following are some major questions and concerns I have.  
 
1. From Fig. 1D, it appears that the ISIc values depend on numbers of introns 
rather than the host genes. In other words, genes with similar numbers of introns 
tend to have similar ISIc values. Therefore, randomly selected intron sets are not 
proper controls for the comparisons in Fig. 1E, F.  
 
Since the number of introns is a characteristic of each gene, we understand 
that it is correct to state that “This result suggested that CTS efficiency is, 
at least in part, a gene-specific trait”. Nevertheless, we understand the 
concern of the Reviewer and we have repeated the calculation performed 
for Figure 1E using 7 subsets of genes with similar number of introns (2-5, 
6-10, 11-15, 16-20, 21-25, 26-35, >35) (Figure R1). Obviously, in this case, 
intron randomization was performed only among introns belonging to 
genes with a similar number of introns. As can be observed in the figure, 

this analysis again 
demonstrated that ISI 
levels of introns within the 
same gene tended to be 
more similar to each other 
than those of introns from 
different genes. We have 
included this analysis in 
the manuscript as 
Supplementary Figure 2 
(text in lines 168-170, lines 
545-547 and lines 986-989). 
 
Figure R1. Variance of ISIc 
values across introns within the 
same gene or the same number 
of randomly sampled introns. In 
each plot only genes with the 
indicated number of introns 
were used. Unpaired Student`s 

t-test p-values are shown. 
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2. RPKM values could be highly biased for short RNA fragments. Therefore, for 
short introns and exons, the authors should be very careful when using RPKM to 
calculate the levels of GSI and ISIc. They should either filter out the short introns 
and exons or figure out a way to address the RPKM bias due to length 
differences.  
First we have carefully reviewed the bibliography about length-dependent 
RPKM bias.  
In fact, several papers analyze the effect of length on RPKM when 
performing comparison between samples. Thus, the total number of reads 
for a given transcript is proportional to the expression level of the transcript 
but also to the length of the transcript. In other words, a long transcript will 
have more reads mapped to it compared to a short gene of similar 
expression. Therefore, since the statistical power of an experiment is 
proportional to the sampling size, there is more power to detect differential 
expression for longer genes (Mandelboum et al, 2019; Oshlack & Wakefield, 
2009; Zhao et al, 2020). Small differences between samples during the 
preparation of the libraries (specially degree of fragmentation) or total 
number of mapped reads may affect in slightly different way to long and 
short genes when doing differential expression analysis. However, in the 
first part of our manuscript (figure 1 to 3) we do not compare between 
samples but between genes within the same sample. In the second part 
(Figures 4 to 6) we compare between samples (vehicle vs TGFb2h or vehicle 
vs TGFb12h), but in this case gene length is not a variable in our analysis. 
 
Nevertheless, we have investigated in detail the existence of the bias 
indicated by the Reviewer in our data: 
To investigate how the exon or intron length affects RPKM values we have 
binned the exons and introns into deciles depending on their length. Then, 
we have plotted the RPKM of exons (Figure R2A) or Introns (Figure R2B) of 
each one of the different deciles.  
 

 
Figure R2. A. Boxplots showing exon RPKM distribution of exon with the indicated length. 
Exons were divided into ten deciles depending on their length. B Boxplots showing intron 
RPKM distribution of introns with the indicated intron length. Introns were divided into ten 
deciles depending on their length. 
 
 
 
 

A B

Dec
il 1

Dec
il 2

Dec
il 3

Dec
il 4

Dec
il 5

Dec
il 6

Dec
il 7

Dec
il 8

Dec
il 9

Dec
il 1

0
0

2

4

6

Intron length (bp)

In
tro

n 
RP

KM

Dec
il 1

Dec
il 2

Dec
il 3

Dec
il 4

Dec
il 5

Dec
il 6

Dec
il 7

Dec
il 8

Dec
il 9

Dec
il 1

0
0

10

20

Exon length (bp)

Ex
on

 R
PK

M

3-
69 69
-8
7

87
-1
02

10
2-
11
7

13
3-
15
1

15
1-
17
5

17
5-
21
9

21
9-
51
3

51
3-
26
80
1

11
7-
13
3 25
-1
35

13
5-
31
6

31
6-
57
6

57
6-
89
7

12
83
-1
78
3

17
83
-2
50
0

25
00
-3
77
9

37
79
-7
43
5

73
46
-3
39
68
9

89
7-
12
82



 3 

 
Figure R3. Boxplots showing distribution of lengths of genes 
containing introns with the indicated size. 
 
 
 
 
 
 
 
 
 

As observed in Figure R2A there is not a specific bias for short exons. In 
fact, long exons (deciles 9 and 10) have similar median than short exons 
(decile 1). This plot is perfectly consistent with the current knowledge about 
the effect of exon size in alternative splicing and exon skipping. Thus, too 
short exons present steric hindrance that may interfere with the 
requirements of the splicing machinery. For example, Sterner et al. reported 
that a constitutively recognized internal exon is frequently skipped in vivo 
by the splicing machinery if its size is reduced to less than 50 nucleotides 
(Dominski & Kole, 1991). As a consequence, very short exons are often 
skipped (Zheng et al, 2005) leading to decreased RPKM. On the other hand, 
it is well known since the nineties that spliceosome formation is also 
strongly inhibited if exons lengths are expanded artificially to over 300 
nucleotides (Robberson et al, 1990; Sterner et al, 1996). Therefore, and 
interestingly, despite this plot (Figure R2A) is not representing splicing 
efficiency, but accumulated RPKM in exons of the indicated size, the fact 
that very short and very long exons are poorly spliced probably causes 
reduced inclusion and therefore, they are under-represented in the 
transcriptome. Consequently, we conclude that we have not a bias of RPKM 
in small exons.  
 

Short introns have a tendency to have higher values of RPKM (Figure 
R2B). Since short exons present lower RPKM than medium size exons, and 
short introns display higher RPKM than medium size introns, the bias 
should not be a consequence of the RPKM calculation, but maybe an 
intrinsic characteristic of short introns. This fact may be due to a 
combination of the following three factors: 1) short introns have a slower 
splicing kinetics (Wachutka et al, 2019). 2) Genes with short introns are 
more transcribed. In fact, it has been shown that there is a selection for 
short introns in highly expressed genes (Castillo-Davis et al, 2002). 3) 
Genes with short introns present worse splicing efficiency. We provide 
evidences in the manuscript that short genes tend to have worse splicing, 
since short introns tend to be in short genes (Figure R3), our results 
support possibility number 3, which may be also related to 1 and 2. In any 
case, high RPKM in short introns does not seems to be an artefact of the 
RPKM calculation. Therefore, we have not been able to find a positive or 
negative bias in RPKM in short exons or introns that cannot be explained 
by the intrinsic properties of short introns and exons.  
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Finally, concerning the GSI calculation. Thanks to Reviewer #1 comment 
we revised all our RPKM and GSI calculations. We have realized that the 
formula we wrote in the original manuscript was not the one we actually 
used to calculate GSI. The correct formula is:  

𝑮𝑺𝑰𝒈𝒆𝒏𝒆	𝑨 = 	 𝒍𝒐𝒈𝟐

𝒓𝒆𝒂𝒅𝒔	𝒆𝒙𝒐𝒏𝒊𝒏
𝒊3𝟏
𝒍𝒆𝒏𝒈𝒕𝒉	𝒆𝒙𝒐𝒏𝒊𝒏

𝒊3𝟏
𝒓𝒆𝒂𝒅𝒔	𝒑𝒓𝒆_𝒎𝑹𝑵𝑨
𝒍𝒆𝒏𝒈𝒕𝒉	𝒑𝒓𝒆_𝒎𝑹𝑵𝑨	

 

 
with i = 1, 2, …n (number of exons of gene A) 

Therefore, for numerator we do not calculate RPKM of each exon but we 
add reads of all exons of a gene and divide by the sum of lengths of all 
exons of the gene (the length of the mature transcript). Therefore, there is 
not RPKM of small introns or small exons in the computation of GSI. We 
are sorry for the mistake. 
 
While this is a very interesting discussion we think it is out of the scope of 
our manuscript and we have not included this analysis in the revised 
manuscript text. Of course, we have corrected the mistake in the formula 
for GSI calculation (MS text modified in lines 558-560). 
 
 
3. What does Fig. 2E mean in biology? These GO terms are very general. It is 
unclear how GSI values are associated to these very general functions. Important 
information is missing, for example, how many genes in a specific term were 
actually GSI high or low? One has to suspect that these apparent enrichments 
are just artifacts of the GO analyses.  
 
The number of genes in each category has been now included in the figure 
2E, as indicated by the reviewer. We have used the GOTERM_BP_ALL 
option of DAVIS database which includes both general and specific GO 
terms. We have selected general terms because many more genes are 
included, which increases significance. As can be observed in the new 
figure, many High-GSI or Low-GSI genes belong to the indicated categories. 
In addition, p-values demonstrate that enrichments are very significant 
(about 10-5 to 10-22), because of that we do not think that this is an artifact.  
 Which could be the biological meaning of these enrichments? We 
think this is mostly due to differences in length of the genes from the 
different categories. Thus, ribosomal proteins and many transcription 
factors are encoded by short genes (Heyn et al, 2015; Tullai et al, 2007; 
Yoshihama et al, 2002). Since low-GSI genes tend to be small genes, this 
fact may explain that translation and transcription GO categories are 
enriched among the low-GSI genes. In contrast, extracellular matrix and 
adhesion molecules, transport and endocytosis proteins, and many 
enzymes are often encoded by long genes. Since high-GSI genes tend to 
be long genes, this fact would explain the enrichment of these categories 
among the high-GSI genes.  
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Gene length bias in specific functional sets of genes has been 
already described. For example, it has been shown that mouse and human 
brains express a greater proportion of long genes relative to non-neural 
tissues (Gabel et al, 2015; Zylka et al, 2015). Thus, central nervous system 
expresses many cell adhesion, axon guidance and synapse formation 
proteins that are encoded by long genes. Furthermore, it has been shown 
that the size of the genes among autism candidate genes is biased towards 
large genes (Shohat & Shifman, 2014).  
 Confirming this argument, Figure R4 shows that, the genes included 
in the “cell adhesion”, “transport” and “endocytosis” GO terms, in average 
present larger length than the genes included in “translation”, 
“transcription” and “regulation of transcriptions” GO terms. We think that 
this bias in gene length of specific GO categories may explain the 
functional enrichments observed. We have better clarified in the text of the 
revised manuscript the possible reasons for these GO enrichments and 

Figure R4 has been included as Supplementary 
Figure 7. (MS text modified in lines 413-419 and 
line 900 and lines 1020-1021) 

 
 
 
 
 
Figure R4. Boxplots showing gene length distributions of 
genes of the indicated GO terms. Number of genes in each 
term is indicated.  
 
 
 
 
 
 
 
4. From Fig. 3A, I am not convinced that GSI is 

negatively correlated with pre-mRNA levels.  
 
We have calculated the Pearson correlation coefficient of the data 
presented in figure 3A: R = -0.171 and p < 0.0001 using GraphPad Prism, 
indicating that there is a negative correlation. We have included these data 
in the manuscript (line 196). Nevertheless, we understand that for Pearson 
Correlation, the P-value is the probability that you would have found the 
current result if the correlation coefficient were in fact zero (null 
hypothesis). Given the large amount of data, p-value is going to be very low 
even if the correlation is not very good. Because of that, we accompanied 
the scatter plot of figure 3A with a boxplot (Figure 3B) showing the very 
important expression difference between the low-GSI and the high-GSI 
genes. In this case the difference is very significant with a p-value = 2.8x10-
31.  
 
5. Fig. 3C: I am suspecting that the correlation between GSI and gene length is 



 6 

potentially due to the RPKM bias as mentioned in comment #2.  
 
In the answer to comment #2, we have shown that there is not a specific 
bias that significantly increases or decreases the values of RPKM when 
quantified in small exons or introns. We also discussed that, in the 
bibliography, RPKM length bias is only an issue when considering 
differential expression of a gene between samples, not for different genes 
in the same sample. Finally, we have also indicated that computation 
formula of GSI does not use RPKM of small exons or introns. 
 
If the authors truncate the lengthy genes to generate “fake” genes, would they 
get the same GSI values as the full length genes? This needs to be carefully 
addresses, as the authors claims that gene length is the strongest factor defining 
the GSI values.  
We have carefully performed the analysis that Reviewer #1 suggests. 
Figure R5 shows the effect of dividing into two halves of identical size each 
gene. As can be observed, the positive correlation between GSI and gene 
length is maintained; however, the slope of the regression line, and the 
correlation coefficient decreases. This decrease of correlation and slope is 
mainly consequence of two facts: 1) the lack of homogenous distribution 
of exons and introns which can produces differences of the two new 
calculated GSI and 2) the new calculated GSI values are close but not 
identical to the GSI of the real gene due to small differences in the signal of 
each part. Both factors necessarily decrease correlation coefficient and 
slope because increase dispersion of the data. 
 

 
 
Figure R5. 

Correlation 
between gene 
length and GSI 
values. A. Figure 
3c of the 
manuscript using 
“real” genes. B. 
Same that A but 
genes are divided 
into two halves 
with identical size. 

GSI was calculated using reads and length of the two new “fake” genes and length of the 
new “fake” genes was consigned in the y axis.  
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Figure R6. Examples of calculation of GSI of truncated fake genes. 
 
Figure R6 shows some examples to better understand the different cases. 
Let´s call GSI1 and GSI2 to the GSI values of the newly generated 5´ and 3´ 
gene halves. For example, Fos is an small gene with only four exons and 
three introns that has a low GSI (0.31). Division into two creates two halves 
with very different intron-exon composition and with GSI1=0.64 and 
GSI2=0.08. The average of both values is close to the GSI of the real gene, 
but intrinsic variability of the RNA-seq signal increases dispersion in the 
correlation, respect to the original value. For a long gene with many exons 
and introns, like Utrm, the values change from GSI = 3.72 to GSI1 = 3.45 and 
GSI2 = 3.69, if the gene is divided into two halves and GSI1 = 3.49, GSI2 = 3.90 

GSI =	0.31

GSI1 =	0.64																																																									GSI2 =	0.08

GSI1 =	0.5 GSI2 =	0.45 GSI3 =	NA

GSI =	3.72

GSI2 =	3.45 GSI1 =	3.69

GSI3 =	3.49 GSI2 =	3.90 GSI1 =	3.69

GSI =	0.67

GSI2 =	1.23																																																		GSI1 = -1.19

GSI3 =	1.09 GSI2 =	1.30 GSI1 =	-3.13

GSI =	1.11

GSI2 =	1.60 GSI1 =	0.85

GSI3 =	1.35 GSI2 =	2.42 GSI1 =	0.25

Fos

Utrm

Dagla

Nap1l4
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and GSI3 = 3.69, if the gene is divided into three equal parts. Again, Utrm is 
a gene with high GSI, and the new values remains high, but there are small 
changes that introduce dispersion. For Nap1l4, GSI = 1.11 for the complete 
gene. The average of the partial GSIs after dividing into 2 or into three parts 
is close to the full length GSI ((1.60+0.85)/2= 1.22 and (1.35+2.42+0.25)/3= 
1.34), but again the dispersion of new calculated data will decrease the 
correlation coefficient and the slope. An extreme case is the gene Dagla. It 
is quite common, specially in mammals, that genes have very long first 
introns (Bradnam & Korf, 2008; Park et al, 2014). It often occurs that the first 
intron expands more than half of the gene. In the case of Dagla, truncation 
of the gene into two halves causes that the 5´ halve has only the first exon 
(58 nucleotides) and an about 30 kb intron (99,8% of the sequence). Very 
often signal of the annotated first exons is not well represented in the RNA-
seq (Figure R6 for the Dagla gene). As a consequence, the GSI of the first 
half is negative (GSI1 = -1.19) which is clearly an artefact.  

 
Figure R6. ChrRNA-seq IGV snapshot of Dagla gene exon 1.  
 
Most of the times the average of the “fake” GSIs is similar the real GSI 
(Figure R7). Figure R8 shows that even if average the fake GSIs is exactly 
equal to the real GSI, the two new data will decrease slope of the regression 
curve. Slope decrease will be larger depending on the dispersion (standard 
deviation) of the two “fake” data.  

 
Figure R7. Distribution of GSI-(GSI1+GSI2)/2 values. This 
demonstrate that, in most of the cases, the average of the new 
GSIs is very similar to the real GSI. 
 
 
 
 

 
 
Figure R8. Simulation of 
the effect of data 
dispersion on slope of 
regression line. (a, f) 
Original plot. (b, g) 
Y´=Y/2 and identical X 
(X=X´). (c,h) Y´=Y/2 and 
(X´1+X´2)2=X, with small 
dispersion. (d,i) Y´=Y/2 
and (X´1+X´2)2=X, with 
medium dispersion. (e,j) 
Y´=Y/2 and (X´1+X´2)2=X 
with large dispersion. (a-

e) Linear variable. (f-j) Logarithmic variable. 
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 In summary, the GSI of the truncated “fake” genes is often close but 
not identical to the real GSI value. Most of the times the average of the 
“fake” GSIs is similar the real GSI. But sometimes artefacts occur after the 
truncation. All these possibilities cause dispersion of the data and a 
decrease in the correlation and the slope of the regression curve, but the 
positive correlation between gene length and GSI is maintained. Since 
sometimes truncation increases GSI and in other cases decreases GSI, we 
do not see any constant bias due to length in the calculation of GSI. 
 
6. A major problem is that apparently, no biological replicate was included in the 
TGFbeta study. The authors simply used deltaGSI of 0.5 as cutoffs. How can we 
tell whether or not such a small change represents a biologically relevant 
machinery rather than just technical noise? After all, GSI ranges from 0 to 6. More 
replicates are definitely needed to differentiate, to some extent, the real biological 
changes and technical variations. 
 
Reviewer #1 is right. In fact, we have used the data of two independent 
chromatin-RNA-seq experiments (Guerrero-Martinez et al, 2020), but the 
analysis performed in the original version of the manuscript was carried 
out with the addition of the reads of both experiments together. Now we 
have performed the analysis of each chromatin-RNA-seq experiment 
separately and applied differential expression statistics (LIMMA) using the 
GSI data. The cutoff was stablished in |(∆GSI)| ≥ 0.5 with a p-value < 0.05. 
Only 325 of the original 544 genes passed the new cutoff. Therefore, all 
panels of Figures 4 and 5 were remade with the new data. The conclusions 
are identical than in the original manuscript. All model genes that were 
selected for Figure 4E, Supplementary Figure 6a, 6b (revised version 
numbering) and Figures 6A and 6E passed the new cutoff. (MS text modified 
in lines 284 to 289 and 567-572). Now the data are much more robust and 
we thank the reviewer for this comment. 
 
 
Reviewer #2 
 
In this manuscript, authors utilized nascent chromatin-associated RNA-
sequencing data recently published (Guerrero-Martinez et al., 2020, Nature 
communications 11: 6196) to study the efficiency of co-transcriptional splicing. 
They found that co-transcriptional splicing tends to be similar between the 
different introns of a gene and that genes that are short and abundant in terms of 
pre-mRNA expression undergo inefficient splicing, while genes that are long and 
less abundant in terms of pre-mRNA exhibit a more efficient splicing. 
Furthermore, authors revealed that the TGFb pathway regulates the co-
transcriptional splicing efficiency by causing changes in the levels of mRNA. The 
topic of the paper is interesting, and the manuscript is well written. 
 
Major 
 
• What about the role of the size of the exons and the size of the introns? Would 
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this affect the results and interpretations? 
 
This is a very interesting question that has been very well studies by others 
and we have decided not to get into it in the manuscript. We have centered 
the manuscript in the analysis of GSI, that study the splicing at the whole 
gene level.  

We summarize here what is known about the role of exons and 
introns size in splicing efficiency. It is well known that very small introns 
are difficult to splice (Wachutka et al., 2019). Please see answer to comment 
#2 of Reviewer #1 about this question. It has been observed a general 
positive correlation of splicing efficiency with introns length (Ameur et al, 
2011; Khodor et al, 2011; Pai et al, 2017; Windhager et al, 2012). However, 
this effect is sometimes masked by the fact that first introns are spliced 
slowly (see supplementary figure 1 of the manuscript and (Bedi et al, 2021; 
Pai et al., 2017). Since first introns use to be very long (Tilgner et al, 2012), 
correlation between splicing efficiency and intron length is better observed 
if first introns are removed.  

In the case of exons it is also clear that very short and longer than 
300 bp exons are poorly spliced (Dominski & Kole, 1991; Khodor et al, 2012; 
Khodor et al., 2011; Li et al, 2020; Robberson et al., 1990; Sterner et al., 
1996; Zheng et al., 2005). 

Since we have similar results, we think it is unnecessary to extend 
the manuscript with more data about this already-studied topic. Specially 
because some of the cited manuscript uses methodologies similar to the 
one we use here. However, if the reviewer still thinks that our analysis of 
intron and exon length effect on splicing efficiency should be included in 
the manuscript we will do it.  
 
 
• The following statement from the authors is a good summary of the entire paper: 
“two extreme behaviors: highly transcribed short genes encoding mostly 
transcription factors or translation proteins, which display inefficient splicing, and 
long genes mostly encoding metabolic enzymes or transport proteins with a not 
very high level of pre-mRNA” (lines 260-263). Could you please discuss better 
which the biological and physiological implications of this are? 
 
Please see answer to point #3 of Reviewer #1. Since high-GSI tend to be 
long genes and low-GSI tend to be small genes, we think that the Gene 
Ontology categories enriched among the high-GSI and low-GSI genes are 
related to the length of the genes of these categories. Ribosomal proteins 
and many transcription factors, specially, immediate early transcription 
factors are encoded by short genes with a reduced number of introns (see 
figure R4) (Tullai et al., 2007; Yoshihama et al., 2002). In contrast, transport, 
endocytosis and cell adhesion categories are constituted by, in average, 
longer genes (see figure R4). A commentary about this has been now 
included in the Discussion section of the revised version. (MS text modified 
in lines 413-419 and line 900 and lines 1020-1021) 
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• As it is the paper is mainly bioinformatics, what is OK. However, I think it can be 
significantly improved if authors discuss or even show some evidence of the 
implications of their findings in the biology of the cells or within a physiological 
context. In that manner, the readers and the scientific community will appreciate 
even more the importance of their discoveries. 
 
We have shown that gene splicing efficiency can be modulated by TGFbeta, 
which it is a physiological signaling pathway. We also show transient 
changes is splicing efficiency after TGFbeta stimulation which we suggest 
it may constitute a splicing-dependent temporal regulation of gene 
expression. In the original version of the manuscript we also discussed the 
possibility that the fact that long genes present an efficient splicing may 
have an energetic implication: 
“From a metabolic and energetic perspective, synthesis of long-gene pre-
mRNAs requires massive quantities of nucleotides, energy and time. It 
seems reasonable to suppose that long genes have been subjected to a 
strong selective pressure to have a very efficient splicing process.”  
 
Now, in the revised version, following the suggestion of the reviewer we 
have added a sentence in the discussion summarizing potential 
implications: 
1) Inefficient splicing is normally associated to constitutive delayed 
expression but it can be in fact an additional way of regulating gene 
expression. It is possible that the existence of a pool of pre-mRNA offers 
additional ways of regulation of gene expression by controlling the splicing 
rate.  
 
2) The existence of very inefficient splicing in certain pre-mRNAs suggest 
that these RNAs may have regulatory roles per se, acting as regulatory long 
coding RNAs (rlcRNA).  
 (MS text modified in lines 467 to 477) 
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REVIEWERS' COMMENTS: 
 
Reviewer #1 (Remarks to the Author): 
 
The revised manuscript has addressed the majority of my previous comments. 
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