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1 Magnetic-field generating objective lenses in STEM
The simultaneous measurement of HAADF and DPC at high resolution requires active objective
lenses, which generate a magnetic field of about 1.5 T aligned perpendicular to the lamella. This
would limit DPC-STEM domain wall measurements of most ferromagnetic materials. Antifer-
romagnets, in general, are significantly less sensitive to magnetic fields. Moreover, a magnetic
field does not displace a 180� domain wall in an antiferromagnet, since the two opposite Néel
vector domains have the same Zeeman energy. For our atomically sharp 180� domain walls
containing no internal structure with intermediate magnetic moment angles, the effect of an
external magnetic field on the domain wall is further diminished. The field could only change
the angle of the Néel vectors in the two domains while keeping their mutually opposite orienta-
tion. Here the preferred angle is along an axis orthogonal to the applied field, for field strengths
above the rotation (spin-flop) threshold. In earlier reports, this threshold has been estimated to
approximately 2 T in CuMnAs (8). In our geometry, this would correspond to the rotation of
the opposite Néel vectors in the two domains within the CuMnAs (001) easy plane closer to the
direction orthogonal to the electron beam. The magnetic field can, therefore, have either no or
a favorable effect in our DPC-STEM measurements.

2 XMLD-PEEM detection limit in CuMnAs
The detection limit for magnetic textures using XMLD-PEEM depends on the instrument res-
olution, signal-to-noise ratio and pixel size. We estimate a signal-to-noise ratio of ⇡ 15 from
line-scans taken across the ⇡ 100 nm wide 180� domain walls seen in bottom part of Fig. 2a
of the main text. To estimate the detection limit, we simulate images of a domain wall using
a Gaussian profile with full-width half-maximum f , convoluted with the known instrumental
broadening of 30 nm and the measured signal-to-noise ratio, and sampled with the same pixel
size. Results are shown in Supplementary Fig. S1 for domain walls with f ranging from 200
to 5 nm. While a 10 nm wide domain wall is still detectable, we lose the contrast for a 5 nm
domain wall.
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Figure S 1: Simulated images of 180� domain walls with varying full-width half-maximum 
(f). (A) f = 200 nm. (B) f = 100 nm. (C) f = 50 nm. (D) f = 20 nm. (E) f = 10 nm. (F)
f = 5 nm. The image sizes are 1.3 ⇥ 1.3 µm.

3 XMLD-PEEM imaging in CuMnAs
A common perception of the dipole-free antiferromagnets had been that the stable states should 
be single-domain without the presence of higher-energy magnetic textures. However, magnetic 
imaging measurements in the antiferromagnetic CuMnAs epilayers evidenced the presence of 
stationary magnetic textures on a broad range of length-scales (7, 20, 22, 23, 41). These earlier 
experiments are summarized in Sec. ”XMLD-PEEM imaging” in the main text.

In Supplementary Fig. S2 we show additional XMLD-PEEM and X-ray absorption mea-
surements illustrating pinning of an unresolved origin, and reversible electrical manipulation of
⇡ 100 nm wide 180� domain walls, extending in length over several microns with no preferred 
orientation with respect to the crystal. The experiment illustrates that while stationary in the
absence of external stimuli, the domain walls are not necessarily permanently fixed by an (un-
known) structural pinning defect and can be manipulated in a controlled way, e.g., by switching 
the polarity of the driving current pulses.

From the XMLD-PEEM measurements shown in Fig. 2 in the main text we then infer the
presence of 180� Néel vector reversals on an unexpectedly small scale below the ⇡ 10 nm de-
tection limit of XMLD-PEEM. The inability to determine the microscopic morphology of these



small-scale antiferromagnetic textures by the established XMLD-PEEM technique directly mo-
tivated our DPC-STEM study.

The collection of imaging results by XMLD-PEEM in CuMnAs counters the common per-
ception that antiferromagnets should display single domain states because there is no long-
range magnetic dipole field dictating the stable domain structure. On contrary, the XMLD-
PEEM results evidence that the antiferromagnetic CuMnAs epilayers have a strong tendency
to form complex stationary multi-domain (multi domain-wall) textures on a broad range of
length-scales from above microns to below the ⇡ 10 nm detection limit of XMLD-PEEM. Our
understanding is that, once the more complex magnetic texture is generated at non-equilibrium
conditions during synthesis or after growth by external stimuli, the lack of the long-range dipole
fields inhibits efficient removal of the textures and makes them more stationary. Also, unlike
the coarse-graining global molecular field in ferromagnets, the local nature of the molecular
field in antiferromagnets makes their magnetic textures more sensitive to local perturbations in
the crystal. As a result, the microscopic defects in the high-quality single-crystal epilayers of
CuMnAs, which can pin the domain walls and stabilize the complex antiferromagnetic textures,
are not sufficiently pronounced to be detectable by the available microscopy technique.
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Figure S 2: XMLD-PEEM imaging of ⇡100 nm wide 180� domain walls in a CuMnAs 
epilayer. (A) XMLD-PEEM images of a reversible and reproducible displacement of a 180�

domain wall (circled by a yellow dashed line), controlled by the polarity of an applied electrical
current of ⇡ 5 ⇥ 106 Acm�2. (B) X-ray absorption PEEM shows no detectable crystal pinning 
defect. The white arrows in XMLD-PEEM images indicate the polarity of the current-pulses.



4 DFT-based Pauli multi-slice DPC-STEM simulations
Atomic scale DPC images are directly interpretable only at extremely low sample thicknesses
and for sufficiently large collection angles ( ). In these conditions, the magnetic component
of the DPC signal starts as an expected weak fraction of the total DPC signal. This is due to
weaker interaction of electrons with magnetic fields when compared to the Coulomb poten-
tials ( ). By reducing the collection angle and increasing sample thickness, the DPC images
quickly lose their quantitative and even qualitative interpretability due to pronounced dynam-
ical diffraction effects (24, 42). Yet, perhaps paradoxically at the first sight, this complexity
of dynamical diffraction effects can be of advantage for magnetic imaging. Fractionally small
initial differences of DPC signals due to opposite magnetic moments in two antiferromagnetic
domains will get gradually enhanced by dynamical diffraction effects, as the sample thick-
ness increases, leading to an enhanced magnetic signal fraction. The loss of interpretability of
the spatial distribution of DPC signal can be thus traded for a higher sensitivity to the pres-
ence and qualitative changes of magnetism. To verify these points in CuMnAs, which guided
our approach to the DPC-STEM measurements, we performed state-of-the-art Pauli multislice
STEM-DPC simulations.

The simulations were performed on a grid of 32 x 16 beam positions, considering a con-
vergent probe with convergence semi-angle of 25 mrad and acceleration voltage of 100 kV. A
static lattice model has been used here. Unit cell was sampled on a grid of 128 x 64 pixels
and 32 slices were generated per unit cell along the beam direction. The supercell for STEM
simulations consisted of 16 x 24 unit cells in lateral directions.
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Figure S 3: Pauli multi-slice DPC-STEM simulations. (A) Simulation of the distribution of 
the relative strength of the magnetic component with respect to the total DPC-STEM signal. 
The color scale is limited to 10%. The atomic positions are highlighted by green/Cu, red/Mn, 
grey/As. (B) Simulated dependence of the relative strength of the magnetic component of the 
DPC-STEM signal on sample thickness for three different sizes of the ronchigram mask.
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The internal magnetic and electric fields used in the Pauli multi-slice DPC-STEM simula-
tions were obtained from the DFT calculations (19, 43–4 ˚
CuMnAs unit cell centered around a selected plane of Mn atoms, an average internal magnetic
field approaches ±6 T (with ±3.65 µB per Mn). A maximum projected internal field within
a column of an 0.3 Å diameter around a selected Mn atom reaches 20 T. Further insight into
the magnitudes of microscopically varying internal fields in other systems can be found, e.g., in
Refs. (44, 4

The magnetic component of the DPC signal was extracted as a difference of center of mass
vectors extracted from two simulations with mutually reversed magnetizations. For a small
mask (8 mrad), the simulations in Supplementary Fig. S3A show a significant relative contribu-
tion from the magnetic component in large portions of the CuMnAs unit cell, while a large mask
(35 mrad) makes the local magnetic component less visible within the unit cell. Simulations
shown in Supplementary Fig. S3B also confirm that a smaller mask combined with lamella
thicknesses above 50 nm, as used in our experiments, are favorable for making the magnetic
component of the DPC-STEM signal locally more prominent within the unit cell. The scale of
the simulated total DPC signal is ⇠ 0.1� 1 mrad.
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5 DPC-STEM images from a pixelated detector and smaller
or larger digital masks, and from a 4-quadrant detector
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Figure S 4: Additional data on the DPC-STEM measurement from Fig. 3 of the main text.
(A) Same as Fig. 3A in the main text. (B) Recorded ronchigrams integrated over the areas 
highlighted in A. Red circle highlights a 9 mrad-radius digital aperture mask, while the white 
circle corresponds to a 35 mrad mask. (C) Same as Fig. 3B in the main text. (D) Same as the 
bottom-left and top-right line-scans in Fig. 3C,D in the main text. (E) Same as C for a 35 mrad 
mask. (F) Same as D for a 35 mrad mask.
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Figure S 5: Additional data on the DPC-STEM measurement from Fig. 4 of the main 
text.(A-F) Same as A-F in Supplementary Fig. S4, corresponding to Fig. 4 of the main text
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Figure S 6: Additional DPC-STEM measurement of an atomically sharp domain wall in 
a CuMnAs single-crystal. (A-F) Analogous data to Supplementary Fig. 5A-F for another 
domain wall in a part of the CuMnAs epilayer without a detectable crystal defect, obtained by 
employing Jeol STEM instrument (see Materials and Methods).
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Figure S 7: Larger field of view images of atomically sharp domain walls in a CuMnAs 
single-crystal. (A,B) Zoom-out version of the same measurement as shown in Supplementary 
Fig. 5A,E. The area corresponding to images shown in Supplementary Fig. 5A,E is highlighted 
by a white rectangle. (C) Titan Themis (see Materials and Methods) HAADF-STEM micro-
graph of a CuMnAs single-crystal. (D) Corresponding 4-quadrant DPC-STEM image showing 
a sharp contrast on opposite sides of an abrupt domain wall.



6 DPC-STEM images of strained CuMnAs/GaP
and CuMnAs/GaAs interfaces
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Figure S 8: Strain effects in CuMnAs/GaP and CuMnAs/GaAs. (A) HAADF-STEM im-age 
of a [100] projection of the epitaxial 50 nm thick CuMnAs film grown on lattice-matched GaP. 
(B) DPC-STEM image of the atomically sharp domain walls in the CuMnAs/GaP film.(C) 
HAADF-STEM image of the interface between 50 nm thick CuMnAs layer and a GaAs 
substrate (26). Distortions attributed to the presence of misfit dislocations and strain fields are 
apparent in both the epilayer and the substrate. (D) DPC-STEM image of the CuMnAs/GaAs 
layer, showing gradual changes in contrast on both sides of the epilayer/substrate interface due 
to the presence of strain fields.



7 Stoichiometry, thickness, and crystal rotation measurements
and simulations

7.1 Electron energy loss spectroscopy measurements

0 2 4 6

50

58

54

Th
ic

kn
es

s 
[n

m
]

Distance [nm]

Mn

As

Cu

As Mn CuThickness

HAADF STEM-DPC - 4 quadrant

ADF - 4 quadrant

C

BA

5 nm

2 nm 2 nm

Domain Wall

5 nm 5 nm 5 nm 5 nm

Figure S 9: Stoichiometry and thickness measurements. (A) HAADF-STEM image of a 
pristine CuMnAs crystal is shown in the left panel. Corresponding DPC-STEM measurement 
showing a sharp domain wall is presented in the right panel. The area highlighted by the white 
rectangle contains an inset with an image formed by summing the signals from all segments 
of the 4-quadrant DPC detector, i.e., the DPC detector is used as an annular bright field (ABF) 
detector which highlights the atomic position of the domain wall. Electron energy-loss spec-
troscopy (EELS) measurements were also performed in this area (as shown in (B)). (B) Hor-
izontal line profile of absolute thickness of the sample across the region (highlighted by red 
rectangle) and perpendicular to the domain wall. The thickness is calculated from a low-loss 
EELS spectrum image via the Log-ratio method (46) and it shows no abrupt change over the 
domain wall. The red, green and blue intensity profiles of Mn-M2,3, As-M4,5 and Cu-M2,3 
edges extracted from the acquired EELS spectral image and used for profile measurements in 
the lower panel. The acquired element distributions confirm homogeneous distribution of Mn, 
As, and Cu across the domain wall. (C) The full spatial intensity distribution of values obtained 
from the EELS spectrum image and used for profiles in (B).



7.2 Multislice simulations of structural effects
To simulate the effects of thickness, defocus, and tilt on HAADF and DPC-STEM images of
CuMnAs at atomic resolution, we have employed the DrProbe package ( ), which implements
conventional multi-slice simulations combined with the frozen phonon method. A supercell of
lateral dimensions of approximately 5⇥ 5 nm2 has been constructed (consisting of 8⇥ 13 unit
cells with dimensions a = 0.6318 nm and c = 0.3820 nm). In total, 50 different frozen phonon
configurations have been generated using an Einstein model and an approximate Debye-Waller
factor of 0.01 nm2. Convergence semi-angle of 25 mrad and acceleration voltage of 100 kV have
been assumed, following the experimental parameters using the Nion UltraSTEM. Aberration
coefficients were all set to zero, assuming a high-quality aberration correction. Only the defocus
parameter has been varied in the first part of the simulations to estimate the most likely position
of the focal plane in experiments. HAADF and DPC images were calculated over a single unit
cell sampled by 32⇥ 19 beam positions, corresponding to an approximate distance of 0.02 nm
between scan points. Sample thicknesses of up to ⇡ 40 nm have been considered. In the
HAADF calculations we have assumed an inner and outer collection semi-angles of 100 and
250 mrad, respectively. In the DPC simulations, the center of mass of the diffraction pattern
has been calculated for a scattering angle cut-off of 8 mrad, as in the experiments shown in the
main text for the smaller ronchigram mask.
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Figure S 10: Frozen phonon multislice calculations: thickness, defocus and tilt. (A) Frozen 
phonon multislice calculations of HAADF (left) and DPC-STEM (right) images of CuMnAs at 
100 kV and 25 mrad convergence semi-angle and an electron beam exactly parallel to the zone 
axis. Red grid lines in the HAADF and white grid lines in the DPC image delineate regions 
of individual unit cells, each calculated for a different combination of sample thickness and 
defocus, as is indicated by axis labels. (B) The same as in A but with incoming beam tilted by 
2 mrad from the zone axis.
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In the first step, we have calculated thickness-defocus tableaux, shown in Supplementary
Fig. S10A. From the simulations one can conclude: i) The defocus parameter, conventionally
set in experiment to maximize the contrast in HAADF, must have been set to a value close to
zero, i.e., with focal plane close to the entrance plane of the sample surface. ii) The individual
images vary relatively slowly as a function of both thickness and defocus parameter. Therefore,
any hypothetical thickness step (up to 3 nm in size) at the domain boundary cannot explain the
large qualitative difference observed in the measured DPC images between the two domains.

Another considered structural effect is the sample tilt. We have addressed a question,
whether an eventual relative crystal tilt of the two sides separated by the sharp domain wall
could potentially explain the large differences seen in the measured DPC images. For that pur-
pose, we have repeated the simulations discussed in the previous paragraph, however this time
with an incoming electron beam tilted by approximately 2 mrad from the zone axis. The results
are summarized in Supplementary Fig. S10B. The HAADF images are practically indistin-
guishable from the calculations with beam parallel to the zone axis. This matches well with the
expected robustness of HAADF images with respect to small tilts. A qualitative explanation is
based on the electron channeling phenomenon which overcomes the small tilt when the focused
electron beam enters the sample in a close neighborhood of an atomic column. The simulated
DPC image with a tilt also shows only a minor difference from the simulation where the beam
was set parallel to the zone axis. The differences in simulations are substantially smaller than
the qualitative changes of the experimental domain wall DPC images. Therefore we conclude
that a hypothetical small relative crystal tilt also cannot explain the larger differences in DPC
images observed in experiment.

7.3 Crystal overlap measurements and simulations
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Figure S 11: Crystal overlap schematics. Illustration of the formation of possible crystal 
overlaps in tetragonal CuMnAs thin films. Here two anti-phase boundary defects meet within 
the layer and form a gradual overlap, i.e., would project as vertical gradients in the HAADF-
STEM images, observable from both XY [100] and YZ [010] projections of the crystal.
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Figure S 12: STEM measurement of the crystal overlap. (A) HAADF-STEM image (left 
panel) showing an interface between a pristine CuMnAs crystal and a projection of an overlap
region. The overlap is due to anti-phase boundaries formed along different {011} planes, as 
illustrated in Supplementary Fig. S11. The two corresponding DPC-STEM images highlight
that the DPC contrast due to the overlap is partially suppressed when processing the data with
a smaller radius ronchigram mask. (B) Same as (A) but measured in a structurally unperturbed 
part of the crystal containing the atomically sharp domain wall. The DPC-STEM image shows
an opposite trend to (A) with a stronger contrast appearing for the smaller mask. This is con-
sistent with the presence of the antiferromagnetic domain wall, shown in Fig. 1D of the main
text.
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Figure S 13: Crystal overlap simulation compared with measurements of an unperturbed 
portion of the crystal featuring the sharp domain wall. (A) Frozen-phonon multi-slice sim-
ulations (see Supplementary Sec. 7.2) of HAADF and DPC-STEM images of a crystal over-
lap defect, showing contrast modulation in the vertical direction due to the gradually varying 
relative thickness between the two overlapping crystals. (B) The morphology of the crystal 
overlap defect considered in the simulations, respecting the crystallographic properties of the 
anti-phase boundaries (see Supplementary Fig. S11). (C) Larger field of view of the experimen-
tal HAADF-STEM image shown in Fig. 4A of the main text, corresponding to the region with 
the sharp domain wall seen in the DPC-STEM image in Fig. 4B of the main text. (D) Vertical 
and horizontal intensity line profiles extracted from (C). The vertical profile directions run from 
top to bottom. The vertical intensity line profiles do not show any gradient. The horizontal 
profile in (C) shows a small step in the intensity. Similarly to the DPC contrast, we found no 
indication that this slight change in contrast is related to common structural origins of contrast 
in HAADF-STEM images like, for example, the redistribution and/or change of atomic species, 
stoichiometry, thickness, rotation, or crystal overlap. Therefore, we surmise, that it is related 
to an asymmetry which, instead of a crystallography origin, is caused by the presence of the 
opposite antiferromagnetic domains separated by the sharp magnetic domain wall.



8 Calculations of the energy of narrow domain walls in CuMnAs

8.1 Atomistic Heisenberg model simulations
We use the atomistic spin dynamics code SPIRIT ( ) to simulate narrow domain walls of
varying width within the semiclassical Heisenberg model. For these simulations we consider a
system composed of 20 ⇥ 1 ⇥ 1 unit cells with periodic boundary conditions along the [010]
and [001] directions. The domain wall width is parametrized by the reorientation angle ✓ be-
tween adjacent magnetic layers inside the domain wall (see Supplementary Fig. S14A). We use
exchange parameters of bulk CuMnAs calculated via the magnetic-force theorem ( ) using
the Korringa, Kohn, Rostoker scheme in the implementation of the spin polarized relativistic
KKR (SPRKKR) package ( ). We include a uniaxial anisotropy along the [001] direction of
0.1 meV per Mn, forcing the moments to stay in the (001)-plane, and a cubic anisotropy of
0.01 meV per Mn to simulate the in-plane anisotropy. Since we study the domain walls in the
narrow regime where the energy is exchange dominated, the magnitudes of the anisotropy terms
do not significantly influence the result.

The red curve in Supplementary Fig. S14B shows the dependence of the domain wall energy
on the domain wall width parametrized via ✓. This dependence is similar to the result for the
simplest case of a 1D ferromagnetic or antiferromagnetic chain with nearest neighbor exchange
interactions. We find that the energy is increasing with decreasing width and, like in the 1D
chain case, we also find that the two narrowest domains have the same energy. In the Heisenberg
model with a cosine dependence of the exchange energy on the angle between neighboring
spins, the atomically sharp domain wall with one neighboring spin aligned with the exchange
field and another one aligned against the field has the same energy as the second narrowest
domain wall with the neighboring moments pointing in the orthogonal direction.
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Figure S 14: Calculations of the energy vs. width of narrow domain walls. (A) Schemat-ics 
of the Mn magnetic moment alignment (arrows) in CuMnAs for the first, second, and third 
narrowest domain wall and for the uniform single-domain antiferromagnetic state. An anal-
ogous model was considered for Fe, but only with the corresponding ferromagnetic order in 
the domains. (B) Self-consistent-field density-functional-theory calculations (blue) and atom-
istic semiclassical Heisenberg model simulations (red) of the energy of the domain wall in 
CuMnAs, with respect to the energy of a uniform single-domain state, as a function of its 
width, parametrized by the reorientation angle between adjacent magnetic layers inside the do-
main wall. The energy is plotted per 2D unit cell in the plane of the domain wall. (C) Same as 
B for Fe.



We note that in the 1D chain model, the configuration of spins within a domain wall of a
given width is such that all angles between adjacent magnetic layers across the domain wall are
equal. In our Heisenberg simulations of CuMnAs we find that this is also quite closely satisfied.
We note that for the second narrowest domain wall with a single layer of tilted spins, the choice
of the tilt angle within the Heisenberg model is arbitrary since all angles give the same energy.
The red curve in Supplementary Fig. S14C shows an analogous result in ferromagnetic Fe.

8.2 Self-consistent-field density-functional-theory calculations
The self-consistent-field density-functional-theory (SCF-DFT) calculations were performed in
terms of the four-component Dirac electronic Hamiltonian (50, 51), which includes relativistic
effects non-perturbatively. For its Green function solution, we have resorted to the SPRKKR
package ( ). Adoption of the local spin density approximation (LSDA) exchange-correlation
functional by Vosko, Wilk and Nusair (52) and of the atomic sphere approximation have been
previously found adequate to reproduce CuMnAs experimental trends for ground state mag-
netism, Neel transition temperature, and charge transport (´ 27, 53), already at the linearized
muffin-tin orbitals (LMTO) level (54). These approximations have also shown a good agree-
ment with ab initio results produced by very different computational frameworks such as the
plane wave basis set and the pseudopotential scheme implemented within the Vienna ab-initio
simulation package (VASP) (55), as well as the fully relativistic linear combination of atomic
orbitals (LCAO) scheme by the full-potential local orbital (FPLO) package (56). We use ex-
perimental lattice parameters from thin film X-ray diffraction measurements ( ) and include
an additional 2c Wyckoff position for two supplementary empty sphere sublattices, to improve
convergence of the multiple scattering expansion.

For our domain wall study we examine the situation of two semi-infinite regions with oppo-
site antiferromagnetic long range orders (LROs), which meet in the middle through a Néel-like
domain wall. We assume the [100] direction as the reference orientation for the Néel vector,
and consider a domain wall in the (100)-plane, within which both atomic moments of the two
Mn sublattices rotate until the full recovery of LRO and with the Néel vector in the left region
pointing along the [100] direction and in the right region along the [1̄00] direction. The domain
wall width is then defined by the number of manganese atoms over which the above rotation
takes place, and parametrized by the rotation angle ✓ in the above semiclassical Heisenberg
model simulations. In order to efficiently describe the domain wall as an extended defect, we
have resorted to a 2D tight-binding KKR calculation scheme ( ), which enables a detailed
computational study of a finite 2D periodic inner portion of the system (interaction zone) em-
bedded within two semi-infinite 3D periodic (left and right) regions. This numerical framework
is deployed onto a fixed interaction zone thickness of 38.2 Å along the [100] direction, cor-
responding to 10 CuMnAs unit cells and verified to be adequately large for smooth matching
of the embedding self-energy to the left and right semi-infinite regions, with their SCF-DFT
ground states previously computed as 3D periodic and subsequently pinned.

In the absence of any deviation from magnetic LRO, i.e., the same orientation throughout
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the interaction zone as well as within the left and right semi-infinite regions, the setup repro-
duces well-established bulk results for all site-diagonal quantities, such as the density of states
and the layer-projected spin-polarized charge density; and provides in particular a reference
value for the total energy. Upon setting up the left and right regions with opposite Néel vector
orientations, and re-converging the system with the spin magnetic moments of the interaction
zone set up to complete the 180� rotation along the [100] direction, we obtain a new total energy
for each trial scenario. The difference with respect to the LRO case provides a definition for
the energy cost of the domain wall as a function of its width, from the most abrupt scenario to
a thickness spanning 11 Mn atoms along the [100] direction.

Due to the choice of the LSDA exchange-correlation functional, as opposed to more elab-
orate schemes such as the transverse spin-gradient scheme (6 ) not yet broadly available for
such complex calculations, we always work with a locally collinear magnetic moment within
each local frame-of-reference, in which we solve the single-site scattering problem for the ef-
fective potential around every atom. In particular, the spin magnetic moment given by the
expectation value of the 4 ⇥ 4 ��z Dirac matrix is free to adjust its magnitude to minimize
the Kohn-Sham total energy, but not to vary the initially prescribed direction. These directions
were chosen using semiclassical Heisenberg simulations as explained above in the section on
Atomistic semiclassical Heisenberg model simulations.

When using this input for lower-level electronic structure calculations of total energy within
the general scheme outlined above, results have been verified for a k-point convergence within
the 3D/2D Brillouin zones respectively of the semi-infinite left and right regions, and of the
interaction zone in the middle. The expansion in spherical harmonics has been evaluated up to
⇤max = 3, i.e., one level beyond the highest occupied d orbitals for Cu, Mn, and As elements
in the atomic limit; and recovering comparable trends also when reaching larger angular mo-
mentum truncation up to ⇤max = 5 at a frozen potential approximation level. Basic tests of
choosing a 40% larger interaction zone, up to 53.48 Å, have been used to verify adequate size
for the SCF-DFT calculation.

Our results are summarized in Supplementary Fig. S14. For comparison, we performed
analogous calculations for the antiferromagnetic CuMnAs and for ferromagnetic bcc Fe as a
reference. For Fe, we obtain a result which is still consistent with the expectation from the
semiclassical Heisenberg model: Since far below the micromagnetic domain wall width, the
energy of the wall increases with decreasing wall width. For the last two points, the KKR-DFT
energies are nearly identical. In contrast, the quantum mechanical KKR-DFT calculations in
CuMnAs give a non-monotonous dependence of the energy on the domain wall width and a
drop in the energy of the atomically sharp domain wall by one third of the highest energy corre-
sponding to the second narrowest domain wall. This highlights the qualitative departure of the
physics of narrow domain walls in CuMnAs antiferromagnet from the common understanding
of magnetic textures based on the semiclassical spin models.

The comparison of panels S14B and 14C demonstrates, that the oscillatory dependence of
the energy on the domain wall width in CuMnAs, and the significant energy drop for the atomi-
cally sharp domain wall, are not merely a consequence of the antiparallel moments in CuMnAs,

0
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Figure S 15: DFT calculations of energies corresponding to different domain wall angles 
(A,B,C) Schematics of the vertical and tilted domain walls. Frustrated (ferromagnetic) bonds 
across the domain wall are highlighted by red dotted lines while unfrustrated (antiferromag-
netic) bonds adjacent to the domain wall are highlighted by green dotted lines. The region 
of the domain wall in (A) and (B) is highlighted in grey and yellow, respectively. (D,E) Hy-
pothetical bulk structures with spin configurations, as highlighted by the rhombus containing 
only near-neighbors, corresponding to domain walls in (A,B), respectively. The hypothetical 
bulk structures are constructed by periodically repeating the highlighted domain wall regions in 
(A,B). (F) Ground state spin configuration of bulk antiferromagnetic CuMnAs.

as opposed to the parallel moments in Fe. The antiparallel moment configuration enters both the 
ab initio DFT calculations, as well as the atomistic Heisenberg-model simulations in CuMnAs, 
shown in Supplementary Fig. S14B. In the latter case, however, the width dependence of the 
domain wall energy is monotonic. Therefore, the non-monotonic dependence results from a 
complex interplay of the antiparallel moments and the details of the electronic degrees of free-
dom, which the approximate atomistic Heisenberg-model simulations fail to describe properly, 
even on a qualitative level.

The above computational KKR-DFT method is applicable to a vertical [001]-orientation of 
the domain wall. To estimate the relative energy differences between vertical and tilted atom-
ically sharp domain walls we first examine the number of (ferromagnetic) bonds across the 
domain wall aligned against the corresponding (antiferromagetic) bulk exchange field. These 
frustrated bonds are highlighted by red dotted lines in the schematic plots in Supplementary 
Fig. S15. In the vertical domain wall and the domain wall at an angle observed in experiment,



shown in Supplementary Figs. S15A,B, the number of frustrated bonds is the same, while the
number increases for larger domain wall angles, as illustrated in Supplementary Fig. S15C. This
makes domain walls with larger tilts starting from the one in Supplementary Fig. S15C unfavor-
able. To estimate the relative difference in energy between the domain walls in Supplementary
Figs. S15A,B, we notice the different alignments of spins within the near-neighbor rectangle
which determines the magnetic configuration of the bulk. These are shown in Supplementary
Figs. S15D,E in which we constructed hypothetical bulk states with the spin configurations cor-
responding to domain walls in Supplementary Figs. S15A,B. The hypothetical bulk structures in
Supplementary Figs. S15D,E are constructed by periodically repeating the highlighted domain
wall regions in Supplementary Figs. S15A,B. We then performed DFT total energy calculations
for these bulk states and obtained that the one corresponding to the tilted domain wall in Sup-
plementary Fig. S15B, i.e. to the angle observed in experiment, has an energy which is about
20% lower than the bulk state with the spin configuration corresponding to the vertical domain
wall in Supplementary Fig. S15A. These estimates of the domain wall energies indicate that the
most stable domain wall angle is the one depicted in Supplementary Fig. S15B, consistent with
experiment.



9 Potential pinning mechanisms of the atomically sharp do-
main walls in CuMnAs

9.1 Domain wall in the unperturbed crystal neighboring the anti-phase
boundary domain wall

DW
DW 

(anti-phase
boundary) 

[100]

5 nm

A 4 quadrants 1 quadrant B

Figure S 16: Domain wall in the unperturbed crystal neighboring the anti-phase boundary 
domain wall. (A) DPC-STEM image acquired by a 4-quadrant detector in CuMnAs/GaP. (B) 
Same as (A) for the signal from one quadrant of the detector. The information from one quadrant 
makes it easier to follow the atomic lines, revealing that the right domain wall is at an anti-phase 
boundary while the left wall is in a part of the CuMnAs epilayer with no detectable crystal 
defect.

9.2 Scanning X-ray diffraction measurements of anti-phase boundary de-
fects

Scanning X-ray diffraction measurements were performed at Nanomax beamline at MaxIV
Laboratory in Lund Sweden. A 10 keV X-ray beam was focused to a full width at half maximum
of 100 nm and used to study the local variations of diffraction features of our CuMnAs thin
film. For this purpose the diffraction signal around the 003 Bragg reflection of CuMnAs was
collected. An example of a three-dimensional diffraction signal of the 003 Bragg peak is shown
in Supplementary Fig S17. Here, we observe streaks along directions perpendicular to the 011



planes, which reflect the presence of the anti-phase boundary defects. In the experiments the
detector can be set to be sensitive to only selected features which then can be mapped out in real
space by scanning the sample through the focused X-ray beam. Real-space maps of the sample
produced only from the intensity of the observed streaks, i.e. signals reflecting the presence of
anti-phase boundary defects, produce highly homogeneous images with no variations over the
scanned areas. This indicates that anti-phase boundary defects have an average distance smaller
than the X-ray beam, and cannot be resolved in the scanning diffraction map. We therefore
conclude that such defects appear more frequently than approximately every 100 nm, which is
also in line with the density observed in STEM measurements.
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Figure S 17: XRD analysis of anti-phase boundary defects. Three-dimensional X-ray diffrac-
tion reciprocal space map of the 003 CuMnAs Bragg peak together with its projection onto 
the [110]/[11̄0] and [110]/[001] planes. Streaks related to the anti-phase boundary defects are 
highlighted by dotted white lines. The intensity variation along the [001] direction are Laue 
oscillations from the film thickness.
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