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REVIEWER COMMENTS 

 

Reviewer #1 (Remarks to the Author): 

 

The goal of this project is to use low-resolution Hi-C data and ChIP-Seq/ATAC-Seq to 

predict higher-resolution chromatin interaction maps. There have been at least 4-5 

publications on this topic in different journals. Therefore, I think the novelty of this work is 

limited. Further, there is no evidence or functional validation to test the results from their 

algorithm. My detailed comments are listed below: 

 

Major: 

1. Because a lot of downstream analysis in this work are based on the model trained with 

the surrogate Hi-C map, it would be crucial to add further validations. What are the 

accuracies of the loop and stripe predictions based on the model trained with surrogate Hi-

C maps. 

2. Resolutions used in this work are confusing. In the main text, they mentioned that they 

predicted the contact profile at 200bp resolution (line #68). However, based on the 

supplementary notes, both loops and stripes were called at 1kb. 

3. It seems benchmark was not performed thoroughly. What is the performance of a model 

that directly predicts the entire contact map? 

4. According to Fig. 3c, using the surrogate Hi-C map can achieve a comparable 

performance to the model using cell-specific Hi-C map with 1 billion contacts. So, what is 

the contribution of Hi-C in the model? 

5. It has been shown that architectural stripes are frequently associated with active 

enhancers (H3K27ac). However, in Fig. 6 and Fig. S4, the authors showed that H3K27ac has 

negative attribution in predicting stripes. This is counter intuitive. Is this novel biological 

discovery or prediction error? 

6. The APA plots throughout the paper look strange to me: the signals are enriched in the 

whole region (not sure if they used any normalization in these plots)? Also in Fig. 5a-5b, it 

seems the loops and stripes are marked arbitrarily, because many other comparably evident 

dots are not marked. 

 

Minor: 

 

1. Fig. 5a-5b, Hi-C maps (the leftmost column) should use the same resolution to show the 

difference. 

2. Not clear which map did the authors use to identify A/B compartments in fig. 3e, Hi-C, 

Micro-C, or the imputed map? 

3. In the method section (line 323), the authors mentioned that the pile-up analysis of the 

eQTL-TSS pairs was performed using Micro-C map of both hESC and HFF cell lines. However, 

I did not see the results for hESC Micro-C. 

 

 

 

Reviewer #2 (Remarks to the Author): 

 

The authors propose a supervised deep learning method that uses 1D chromatin features 

and low(er) resolution contact maps to predict high-resolution contact maps and their 

features including loops and stripes. This certainly could be a useful method however there 

are several important issues with the work and the manuscript as it stands. 

1. Unlike claimed, CEASAR is not “the first study connecting 3D genome organization with 

epigenomics”. Indeed, this journal has published in 2016 a method called EpiTensor that 

predicts Hi-C maps from 1D chromatin features. This work is not even cited! There are also 

several other methods such as DeepTACT (Bioinformatics, 2019), methods that predict 



contact maps from CTCF motifs and ChIP-seq data (the cited HiC-Reg method is just one of 

them) and two recent methods in Nature Methods that use DNA sequence to predict 

contacts (Fudenberg et al and Schwessinger et al). In short, the paper is missing in 

citations of critical literature making it seem more novel than it is. I fully understand the 

differences between the proposed method and all these other works and it is imperative to 

highlight these properly. 

2. In general, I find the predicted contact maps a bit artificial. The visual pattern (many 

stripe-like features) suggests that the method is highly biased by the 1D coverage of each 

region which gets reflected as the absence of depleted contact regions for some loci. This is 

immediately visible in Fig 1 Hi-C vs CEASAR vs Micro-C comparison. This issue will 

significantly impact the usefulness of the overall method for the broader community. 

3. The above issue is also apparent when comparing different entities in Figure2c. The 

aggregate pattern of the CEASAR loops does not mimic that of Micro-C loops. There does 

not seem to be a distance-dependent decay as one moves away from the center pixel. 

4. The loop and stripe detection are done using simple and customized methods rather than 

established ways of doing these. Therefore, using these as “reference” to justify the results 

of this specific method is questionable. 

5. How do authors explain the loops found by CEASAR and not by Micro-C, if Micro-C is the 

gold standard? Can they specifically show that such loops are supported by Micro-C or Hi-C 

data still? Same goes for the many extra stripes they find. 

6. At 1kb resolution, one could find many more loops than the 8k or so using a proper 

method instead of the reported “fast loop calling” approach the authors came up with. That 

raises the issue about this custom method as well as the comparison results showing the 

overlap among different methods. At least one other published way for loop calling and for 

stripe calling should be used to repeat all the results. 

7. The authors show only two examples of CRISPRi which are known to be “functional”. 

First of all, this is very limited and they could find many more examples in the literature, 

some from the papers I mentioned above. Second, even for the two loci, they are 

mentioning, they seem to pick only a small subset of validated connections. Could they 

recover the >1Mb loops in MYC locus for instance? 

8. For Figure 5C, it is not clear how many loops these pile-ups are plotted with. For this 

analysis, it is critical to compare this enrichment with enrichment from a “control” cell line 

where the contact map is predicted by CEASAR (cross-comparison). That would also 

partially address my concern about the artificial visual patterns if they can show the 

enrichment patterns are specific (or at least more pronounced) for the cell type where the 

eQTLs are observed. 

Minor 

9. Figure S5 is missing 

10. Showing what would happen to detected loops by omitting each of the epigenomic 

markers would be a better experiment to show the importance of each rather than just 

calculating their importance using “integrated gradient”. 

11. The 150 kb threshold for eQTLs is arbitrary. The authors claim their method performs 

best up until 200 kb. Why not at least use that threshold? Either way, this has to be 

explained and justified. 

12. The justification of the use of a “surrogate” contact map from only a correlation curve is 

insufficient. 

13. Line 158. “Appears” exclusively suggests visual inspection rather than quantification. 

This has to be clarified. 

14. Line 180. It is really confusing to me how or why the peaks in the 1D features used are 

not informative. If this is the case then the reason behind has to be clarified. 



Response to Reviewers

Thank you for reviewing our manuscript, “Connecting high-resolution 3D chromatin organization with epige-
nomics”. Below, we address each of the points raised by the two reviewers and describe the changes we have
made to the manuscript. In what follows, the reviewer’s comments are given in black, interleaved with our
responses in blue, and major changes of the main text in red.

Reviewer #1

The goal of this project is to use low-resolution Hi-C data and ChIP-Seq/ATAC-Seq to predict higher-
resolution chromatin interaction maps. There have been at least 4-5 publications on this topic in different
journals. Therefore, I think the novelty of this work is limited.

While we appreciate the reviewer’s feedback, we respectfully disagree with your statement about
our work’s novelty. Our work is novel in the following aspects.

1. CAESAR is the first deep-learning model connecting 3D genome organization
with epigenomics at nucleosome resolution. First, nucleosome resolution is the most
appropriate resolution to connect epigenome and 3D chromatin organization because the
majority of epigenomic changes (e.g., TF binding activities and histone modifications) reveal
regulatory functions at nucleosome resolutions. By contrast, restriction fragments in Hi-
C usually span over multiple nucleosomes. Therefore, it is more appropriate to build a
predictive model (such as our CAESAR model) connecting epigenomics and Micro-C contact
maps at nucleosome resolution. So far, our CAESAR is the only model built on Micro-C
contact maps. Second, nucleosome resolution allows us to explore fine-scale regulatory
patterns and relations (enhancer-promoter loops and eQTLs), which cannot be investigated
on contact maps at 5 kb or lower resolutions yielded from previous methods including
HiCPlus [1], HiCGAN [2], and HiC-Reg [3].

2. CAESAR model is novel because it imputes all chromatin contacts and fine-
scale structures rather than only predicting specific sparse chromatin interactions like
EpiTensor [4] does. Therefore, CAESAR provides the information of fine-scale structures
like stripes, TADs, and polycomb interactions between repressive regions.

3. Our work reaches an unprecedented scale of imputing 91 contact maps from
human tissues, cell lines, primary cells, and in vitro differentiated cells. None
of the existing work has imputed chromatin contact maps so many human tissue and cell
types.

4. CAESAR is the first model among this category to include an attribution com-
ponent, which provides detailed relationships between fine-scale structures and
epigenomic features. The previous work, such as HiCPlus [1] and HiCGAN [2], only used
deep-learning models as “black boxes”, and did not interpret the model. With attribution,
we were able to subtype fine-scale chromatin structures based on their relevant epigenomic
features (see Supplementary Figure 6 in the revised manuscript).

Further, there is no evidence or functional validation to test the results from their algorithm.

In our study, we provided both numerical evaluation and functional validation.

Because Micro-C contact maps for hESC, HFF, and mESC are available, we performed three
sets of numerical evaluation experiments, including cross-chromosome, cross-cell-type, and
cross-species experiments, to directly test the predictive performance of our model. In the eval-
uation, the numerical evaluation metrics include

1. the correlation between our predicted contact maps and real Micro-C contact maps,

2. whether the predicted loops and stripes match with real Micro-C loops and stripes.
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Note that in all of these cross-validation experiments, we separated the data into a training
set, a tuning set and a hold-off test set. Numerical evaluations on the hold-off test set directly
demonstrated that CAESAR is significantly more accurate than baselines. During the revision,
we also added a new experiment in which we increased the contact distance range from 200 kb
to 1 Mb. We observed that CAESAR still significantly outperformed baselines (Figure R2).

For the cell types without ground truth Micro-C contact maps, we performed two indirect
functional validation experiments.

1. CAESAR predicts enhancer-promoter interactions detected by CRISPRi,

2. CAESAR predicts 3D interactions between eQTLs and their corresponding genes for 12
tissues and cell lines.

We believe that we have already provided enough evidence to justify the superior performance
of the CAESAR model. Our lab is a pure computational lab and we currently do not have the
wet lab facility to perform additional validation experiments.

My detailed comments are listed below:
Major:
1. Because a lot of downstream analysis in this work are based on the model trained with the surrogate

Hi-C map, it would be crucial to add further validations. What are the accuracies of the loop and stripe
predictions based on the model trained with surrogate Hi-C maps.

We followed your suggestion and added the accuracies of loop and stripe predictions
based on the model trained with surrogate Hi-C maps. With this model, CAESAR
captured 69% of the loops and 61% of the stripes on HFF. By contrast, CAESAR trained with
matched Hi-C data captured 72% of the loops and 63% of the stripes on HFF. Therefore, both
the loop/stripe accuracies and SCC measures demonstrate that surrogate contact maps can be
used as an alternative if matched Hi-C contact maps are unavailable. We added this result
to Supplementary Figure 3. It is noteworthy that the matched Hi-C and the surrogate Hi-C
achieve very similar performance for fine-scale structure prediction, which is expected since the
main contribution of Hi-C is to assist the model to relate genomic loci, and the information of
fine-scale interactions mainly comes from epigenomic features. The functions of surrogate Hi-C
contact maps are addressed comprehensively in our response to your point 4 below.

2. Resolutions used in this work are confusing. In the main text, they mentioned that they predicted
the contact profile at 200 bp resolution (line #68). However, based on the supplementary notes, both loops
and stripes were called at 1 kb.

Thank you for pointing this out. You are exactly correct that we did all imputation and analysis
at 200 bp resolution, whereas loops and stripes were called at 1 kb. The reason is that the most
proper resolution for calling fine-scale loops and stripes is 1 kb. In the original papers
publishing mouse and human Micro-C contact maps [5, 6], their contact maps were also generated
and visualized at 200 bp resolution, but loops were called at 1 kb or even lower resolutions (while
stripes were not discussed in the original papers). Although fine-scale loops and stripes can only
be detected in nucleosome-resolution Micro-C contact maps, these loops do have radii larger
than 200 bp, and stripes have widths larger than 200 bp (an example region is provided in
Figure R8 and the entire contact map is available at https://data.4dnucleome.org/experiment-
set-replicates/4DNESWST3UBH/). The resolution and window size need to be comparable with
loop radii and stripe widths so that the callers can detect the enriched signals effectively. We
tested calling loops from the HFF Micro-C contact map with HICCUPS at 200 bp resolution
with a 20-bin window, but we were only able to identify fewer than 10 loops after trying different
sets of parameters.

3. It seems benchmark was not performed thoroughly. What is the performance of a model that directly
predicts the entire contact map?
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In original Micro-C papers[5, 6], both studies reported that Micro-C only outperforms Hi-C in
the range of within 200 kb (Figure R1). This motivated us to only impute chromatin contacts
within 200 kb. In addition, existing computational approaches also predict contacts within a
certain distance, for example, 1∼2 Mb for DeepHiC and HiCPlus, 1 Mb for HiC-Reg.

Figure R1: The comparison of contact frequencies between HFF Hi-C and Micro-C contact maps. Micro-C
outperforms Hi-C in detecting contacts within 105 bp. In Micro-C contact maps, The majority of fine-scale
loops also locate within 200 kb of genomic distance.

Nevertheless, we added a new experiment in which we extended CAESAR’s prediction range
to 1 Mb (at a cost of reducing the resolution to 1 kb). In this range, CAESAR still outperforms
baseline methods in terms of the stratum-adjusted correlation coefficient (SCC) with the observed
Micro-C contact map (Figure R2).

3



Figure R2: Evaluation of CAESAR trained at 1kb resolution. a, An example in which CAESAR accurately
predicts chromatin contacts within 1 Mb. b, The distance-stratified Pearson’s correlation with the
observed Micro-C contact map from CAESAR and two baselines, HiC-Reg and HiCPlus, in a
cross-chromosome experiment. c, The distance-stratified Pearson’s correlation with the observed Micro-C
contact map from CAESAR in 1) a cross-chromosome experiment (train on hESC train set and test on
hESC test set), 2) a cross-cell type experiment (train on HFF and test on hESC), and 3) a cross-species
experiment (train on mESC and test on hESC).

4. According to Fig. 3c, using the surrogate Hi-C map can achieve a comparable performance to the
model using cell-specific Hi-C map with 1 billion contacts. So, what is the contribution of Hi-C in the model?

In CAESAR, low-resolution Hi-C maps contributes to correctly aggregating epigenomic informa-
tion from different genomic loci. Algorithmically, low-resolution Hi-C, represented as a graph in
the graph convolutional networks, restricts feature aggregation in the neural network layers and
guides the information flow between nodes.

We would like to use an example to illustrate. HiC-Reg, which does not use low-resolution
Hi-C data, directly predicts the contact between two loci with the epigenomic features at the
two loci as well as their distance. In Figure R3, we choose three ATAC-seq peaks a, b, and c
which locate in two TADs. Since b-c distance is similar with a-b, without TAD information, the
model is likely to predict contacts for both a-b and b-c. However, since b and c are in different
TADs according to Hi-C contact maps, they are unlikely to strongly contact each other. When
CAESAR predicts the contacts of locus b, with the help of Hi-C data, the model recognizes locus
a as a closer neighbor, utilizes more information from a than from c, and is capable of making
more accurate predictions.
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Figure R3: An illustration of the contribution of low-resolution contact maps, in which a, b, and c are
three loci, and X and Y are two contacts between them. From low-resolution Hi-C, we identify that X is
an intra-TAD contact and Y is a cross-TAD contact.

We added an experiment in which no matched or surrogate Hi-C is used to train CAESAR. In
stead, we generated a fake contact map as follows. First, the expected contact values at different
distances were calculated from hESC and HFF Hi-C contact maps. Then each entry of the
fake contact map was set to the expected contact value at the corresponding contact distance.
Therefore, this fake Hi-C contact map does not have any informative structure. We observed
that the performance of CAESAR with the fake Hi-C deteriorated dramatically (Figure R4).
Therefore, a cell type-matched or surrogate Hi-C contact map is necessary for CAESAR.

Figure R4: Performance comparison between CAESAR trained with surrogate Hi-C and CAESAR trained
with fake Hi-C. In terms of distance-stratified Pearson’s correlation with the observed Micro-C contact
map, CAESAR trained with surrogate Hi-C significantly outperforms CAESAR trained with fake Hi-C.

5. It has been shown that architectural stripes are frequently associated with active enhancers (H3K27ac).
However, in Fig. 6 and Fig. S4, the authors showed that H3K27ac has negative attribution in predicting
stripes. This is counter intuitive. Is this novel biological discovery or prediction error?

This is an excellent observation. We identified additional evidence suggesting this is a
novel discovery. To illustrate this, we compare two well known active marks, H3K4me3 and
H3K27ac in terms of their enrichment at stripe anchors (Figure R5).
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Figure R5: The histograms of H3K4me3 and H3K27ac signal distribution in the genome v.s at stripe
anchors. Most stripe anchors are highly enriched in H3K4me3, but less enriched in H3K27ac.

It is observed that most stripe anchors are highly enriched for H3K4me3. Among the 1,000 loci
with the highest H3K4me3 signal on test set chromosomes, 374 are stripe anchors. By contrast,
among the 1,000 loci with the highest H3K27ac signal on the same chromosomes, only 50 of
them are stripe anchors. Therefore, although H3K4me3 and H3K27ac are both enriched in active
regions, H3K4me3 shows a much higher enrichment at stripe anchors, and as a result, CAESAR
connects stripes to positive H3K4me3 attribution. Instead, CAESAR is likely to regard H3K27ac
as a feature related to “active regions but not stripes” and attributes negatively. Attribution
reflects the correlation between fine-scale structures and epigenomic features learned by CAESAR,
which is completely data-driven. We believe distinguishing these two epigenomic markers is out
of the scope of our study, and deserves further investigation.

6. The APA plots throughout the paper look strange to me: the signals are enriched in the whole region
(not sure if they used any normalization in these plots)?

The previous APA plots are based on OE-normalized contact maps. If you are concerned about
the enrichment of signals in most regions, the reasons are as follows.

1. The window only includes 10 kb upstream and 10 kb downstream regions, so the contacts
in the window are still likely to be associated with a gene or a regulatory element.

2. The majority of genes-eQTL pairs are in the active regions, in which chromatin contacts are
more enriched.

Also in Fig. 5a-5b, it seems the loops and stripes are marked arbitrarily, because many other comparably
evident dots are not marked.

Previously we only marked the loops which were relevant to our discussion. The other loops
could also be called with a loop caller. We updated the figures (Figure 5a, Supplementary Figure
5e & f) in the revised manuscript, in which we labeled all the loops called by our loop caller.

Minor:
7. Fig. 5a-5b, Hi-C maps (the leftmost column) should use the same resolution to show the difference.

Thank you for your suggestion. We followed your advice and replaced the two figures (Supple-
mentary Figure 5e & f in the revised manuscript) with 200 bp-resolution Hi-C contact maps.
Since the original contact maps had never been processed into 200 bp resolution, we re-aligned
the raw sequencing data from Schmitt et. al. [7] and processed them into 200 bp resolution. The
nucleosome-resolution Hi-C contact maps are too sparse to show contact enrichment between
eQTLs and genes (Figure R6).
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Figure R6: The original human tissue Hi-C in Figure 5a and Figure 5b processed into 200 bp resolution.
These Hi-C contact maps are too sparse to show contact enrichment between eQTLs and genes.

8. Not clear which map did the authors use to identify A/B compartments in fig. 3e, Hi-C, Micro-C, or
the imputed map?

We used the A/B compartments called from Micro-C contact maps. The compartments are highly
conserved between Hi-C and Micro-C contact maps (Figure R7). Since the imputed contact map
does not have long-range interactions, it cannot be used to call compartments.

Figure R7: A/B compartments called from Hi-C (top) and Micro-C (bottom) visualized by IGV (HFF,
chromosome 2) show high conservation.

9. In the method section (line 323), the authors mentioned that the pile-up analysis of the eQTL-TSS
pairs was performed using Micro-C map of both hESC and HFF cell lines. However, I did not see the results
for hESC Micro-C.

Thank you for pointing it out. We added the results for hESC Micro-C to our new Figure 5b in
the revised manuscript.

Reviewer #2

The authors propose a supervised deep learning method that uses 1D chromatin features and low(er) reso-
lution contact maps to predict high-resolution contact maps and their features including loops and stripes.
This certainly could be a useful method however there are several important issues with the work and the
manuscript as it stands.

Thank you for recognizing the significance of our work! Based on your suggestions, we updated
our work in the following aspects.

• We resolved the problem of artificial stripe-like patterns in the imputed contact maps by
adding positional encoding to the CAESAR model and reducing faraway contact weights
during training.

• We cited additional work (including EpiTensor, DeepTACT, Akita, and DeepC) and added
a detailed discussion regarding how CAESAR is innovatively different from existing work.
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• We revised our loop caller by making it very close to a published loop caller HICCUPS.
We explained the necessity of this change made to HICCUPS. Using a new bench-marking
experiment, we justified our new loop caller is accurate and unbiased.

• We added a new experiment and validated that CAESAR accurately predicts enhancer-
promoter interactions by predicting contacts near MYC region at longer contact distances
and capturing interactions between additional four regulatory elements and MYC.

Major:
1. Unlike claimed, CEASAR is not “the first study connecting 3D genome organization with epigenomics”.

Indeed, this journal has published in 2016 a method called EpiTensor that predicts Hi-C maps from 1D
chromatin features. This work is not even cited! There are also several other methods such as DeepTACT
(Bioinformatics, 2019), methods that predict contact maps from CTCF motifs and ChIP-seq data (the cited
HiC-Reg method is just one of them) and two recent methods in Nature Methods that use DNA sequence
to predict contacts (Fudenberg et al and Schwessinger et al). In short, the paper is missing in citations
of critical literature making it seem more novel than it is. I fully understand the differences between the
proposed method and all these other works and it is imperative to highlight these properly.

We cited additional work, including EpiTensor, DeepTACT, Akita, and DeepC, and tuned down
our claim about our contribution to “CAESAR connects 3D genome organization with epige-
nomics at nucleosome resolution”. Comparing with the previous approaches, the novelties of
CAESAR are as follows.

1. CAESAR predicts 3D genome organization with epigenomics at nucleosome
resolution. First, nucleosome resolution is the most appropriate resolution to connect
epigenome and 3D chromatin organization because the majority of epigenomic changes (TF
binding activities and histone modifications) reveal regulatory functions at nucleosome res-
olutions. By contrast, restriction-fragments in Hi-C usually span over multiple nucleosomes.
Therefore, it is more appropriate to build a predictive model (such as our CAESAR model)
connecting epigenomics and Micro-C contact maps at nucleosome resolution. So far, our
CAESAR is the only model built on Micro-C contact maps. Second, nucleosome resolution
allows us to explore fine-scale regulatory patterns and relations (enhancer-promoter loops
and eQTLs), which can be investigated on contact maps at 5 kb or lower resolutions yielded
from previous methods including HiCPlus [1], HiCGAN [2], and HiC-Reg [3].

2. CAESAR model imputes all chromatin contacts and fine-scale structures rather
than specific sparse chromatin interactions. Therefore, CAESAR captures more diverse fine-
scale structures like stripes, TADs, and polycomb interactions between repressive regions.
Previous methods EpiTensor [4] and DeepTACT [8] are different from CAESAR since they
only predict sparse contacts between enhancers and promoters.

3. CAESAR reaches an unprecedented scale of imputing 91 contact maps for hu-
man tissues, cell lines, primary cells, and in vitro differentiated cells. None of
the existing work has imputed so many human tissue and cell types. Akita [9] and DeepC
[10] predict contact maps from DNA sequences. Since human cell lines and tissues have
almost identical DNA sequences, they cannot generate cell line/tissue-specific contact maps
like CAESAR.

4. CAESAR is the first model among this category to include an attribution com-
ponent, which provides detailed relationships between fine-scale structures and
epigenomic features. The previous work, such as HiCPlus [1] and HiCGAN [2], only used
deep-learning models as “black boxes” and did not interpret the model or correlated input
features to 3D structures. With attribution, we were able to subtype fine-scale chromatin
structures based on their relevant epigenomic features (see Supplementary Figure 6 in the
revised manuscript).

We updated the manuscript as follows.
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(line 49 in the revised manuscript) CAESAR connects 3D genome organization with epige-
nomics at nucleosome resolution and unprecedented scale. First, compared with previous compu-
tational models for imputing Hi-C contact maps, such as HiCPlus [1], HiCGAN [2], and HiC-Reg
[3], CAESAR reaches a much higher resolution. Since the majority of epigenomic activities (TF
binding and histone modifications) take place at the nucleosome resolution, it is desirable to
develop the predictive model that connects epigenomics and chromatin organization at the nu-
cleosome resolution. Second, although previous models EpiTensor [4] and DeepTACT [8] also
reconstruct sparse 3D chromatin interactions from epigenomics at an ultra-high resolution, CAE-
SAR learns from real Micro-C contact maps and predicts all chromatin contacts within a distance
range, which reveals diverse fine-scale structures such as stripes, TADs, and polycomb interac-
tions between repressive regions. Third, CAESAR predicts contact maps from tissue-specific or
cell line-specific epigenomic features instead of conserved DNA sequences. Therefore, it imputes
an unprecedented number of high-resolution human chromatin contact maps, including 57 tissue
samples, 16 cell lines, 12 primary cells, and 6 in vitro differentiated cells. The imputed high-
resolution contact maps are shared on a web server (https://nucleome.dcmb.med.umich.edu/),
which allows users to easily navigate these fine-scale chromatin structures and the corresponding
explanatory epigenomic features. In addition, CAESAR is the first model among this category
to include an attribution component, which reveals detailed relationships between 3D chromatin
organization and epigenomic features.

2. In general, I find the predicted contact maps a bit artificial. The visual pattern (many stripe-like
features) suggests that the method is highly biased by the 1D coverage of each region which gets reflected as
the absence of depleted contact regions for some loci. This is immediately visible in Fig 1 Hi-C vs CEASAR
vs Micro-C comparison. This issue will significantly impact the usefulness of the overall method for the
broader community.

Thank you for the excellent observation. This issue has been resolved after we made two
changes to our CAESAR model.

1. A “positional encoding” module is added to the inputs to help the model iden-
tify the order of the genomic loci. This is inspired by Transformer [11]. Graph neural
networks only consider the edges between nodes (i.e., the Hi-C contacts between loci) but do
not use the node order information (i.e., genomic coordinates). Therefore, in our previous
model, the information of stripe anchor positions was extracted in the hidden representa-
tions, but to which nodes the stripe should span was learned less accurately. In this scenario,
the model was likely to output a stripe that spans to every other node in the region. In
our current model, the positional encoding provides the node order information, and helps
CAESAR predict the end position of a stripe.

2. We removed chromatin contacts whose value is below a threshold, and reduced
the weights of longer-distance interactions during training. The Micro-C contact
maps are OE normalized (i.e., the average of each stratum is 1). At 180∼200 kb contact
distance, the contact is so sparse that there is only ∼1 contact in every 1,000 bins, and
therefore OE normalization amplifies these contact values (including some noise) by 1,000
times. As a result, the previous model predicted many false-positive long-range contacts.
By thresholding contact values and adjusting their weights, CAESAR is less influenced by
the amplified noise in these regions.

After the two changes, the artificial patterns such as long stripe-like patterns mostly disap-
peared (see new Figure 1b in our revised manuscript).
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Figure 1b: In an example region, the polycomb interactions are accurately predicted by CAESAR. In
another example region, loops and stripes undetected by Hi-C are accurately predicted by CAESAR.

3. The above issue is also apparent when comparing different entities in Figure2c. The aggregate pattern
of the CEASAR loops does not mimic that of Micro-C loops. There does not seem to be a distance-dependent
decay as one moves away from the center pixel.

This issue has also been resolved in the new model. Figure 2 is also updated in our
revised manuscript, and a distance-dependent decay of loops can be observed in the imputed
contact map.

Figure 2d & 2f: d, The pile-up visualization of the loops called from 1) the input Hi-C contact map, 2) the
CAESAR-imputed contact map, and 3) the observed Micro-C contact map. f, The pile-up visualization of
the stripes called from 1) the input Hi-C contact map, 2) the CAESAR-imputed contact map, and 3) the
observed Micro-C contact map.

4. The loop and stripe detection are done using simple and customized methods rather than established
ways of doing these. Therefore, using these as “reference” to justify the results of this specific method is
questionable.

For calling loops from our imputed high-resolution contact maps, we had to revise HICCUPS
slightly for the following reason.
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Currently published loop callers (e.g., HICCUPS and Mustache) do not directly apply to
our imputed contact maps because they require a properly normalized contact map. Although
HICCUPS documentation mentions the setting of “NONE” normalization, but executing the
command “hiccups –cpu -k NONE” gives the error “Data not available”. CAESAR currently
predicts chromatin contacts within a distance range (200 kb or 1 Mb) along the diagonal, which
cannot be normalized by normalization methods (including KR, VC, and VCSQRT) which re-
quire the entire contact maps. Therefore, we made a minor change to HICCUPS and
implemented a new loop caller to replace our previous “fast loop calling” approach,
which searches for significantly enriched pixels with respect to the neighboring regions (see details
in Supplementary Note 7 in the revised manuscript). The code of our loop caller has been made
available on our GitHub repository (https://github.com/liu-bioinfo-lab/caesar).

We added a new experiment to compare original HICCUPS and our loop caller (revised
HICCUPS) in detecting loops from real Micro-C contact maps (Figure R8a). We used “java
-jar juicer tools.jar hiccups –cpu –threads 0 -p 5 -i 10 -t 0.1 -f 0.1 -r 1000 -d 20000” to run
HICCUPS. HICCUPS and our loop caller reported 13,308 loops and 20,089 loops respectively at
1 kb resolution from all chromosomes, in which 8,219 loops were called by both callers (Figure
R8b). In a control experiment in which we called loops from two biological replicates of HFF
Micro-C data, HICCUPS and our loop caller showed similar overlaps (Figure R8c). Therefore,
the two callers are comparable, and our caller can be applied to CAESAR-imputed contact maps.

Figure R8: The comparison of HICCUPS and our loop caller. (a). The comparison of loops called by
HICCUPS and our loop caller in two example regions. (b). The Venn diagram compares HICCUPS and
our loop caller’s results from the HFF Micro-C contact map. (c). The overlap between reported loops on
two replicates of HFF Micro-C is similar between HICCUPS and our loop caller.

For the stripe caller, the only paper which mentioned a stripe caller is Vian et al. [12]. How-
ever, they did not publish their tool “zebra” or provide the source code. Following their algorithm,
we implemented “Quagga”, which searches for horizontal or vertical lines with contact signals
significantly higher than the background (see details in Supplementary Note 8 in the revised
manuscript). The code has been made available on our GitHub repository (https://github.com/liu-
bioinfo-lab/caesar).

5. How do authors explain the loops found by CEASAR and not by Micro-C, if Micro-C is the gold
standard? Can they specifically show that such loops are supported by Micro-C or Hi-C data still? Same
goes for the many extra stripes they find.
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All predictive models generate false positives. Following your suggestion, we carefully investigated
the false positives produced by CAESAR. We observed that CAESAR’s false-positive loops and
stripes fell into two categories.

1. The first category of false positives are supported by Micro-C data.

Due to the limited sequencing depth of Micro-C, some patterns are stripe-like or loop-like
but not enriched enough for the callers to recognize. CAESAR enhances some of these
structures to generate a false-positive but much clearer stripe (Figure R9a) or loop (Figure
R9b). By raising the FDR threshold of callers from 0.10 to 0.20, 55% of false-positive stripes
and 39% of false-positive loops can be called from the real Micro-C contact map.

2. The second category are not supported by Micro-C data. We manually went through many
of these loops and stripes, and found two common patterns of false positives.

• When there are a set of CTCF/ATAC-seq peaks in a small region without clear TAD
separation, CAESAR may generate false-positive stripes on the peaks (Figure R9c) or
loops between the peaks (Figure R9d).

• “Isolated” CTCF and ATAC-seq peaks in repressed regions may result in false-positive
stripes (Figure R9e) and loops (Figure R9f).

These false-positive patterns may indicate these “epigenomic-3D chromatin organization”
patterns frequently exist in other genomic regions and have been learned by CAESAR. For
example, the second region of Figure 1b in our revised manuscript is an example region whose
pattern is quite similar to Figure R9d. Distinguishing between the two genomic regions may
require additional epigenomic features or DNA sequence features.
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Figure R9: Some examples for false-positive loops and stripes, in which a, c, and e are false-positive
stripes, and b, d, and f are false-positive loops.

6. At 1kb resolution, one could find many more loops than the 8k or so using a proper method instead of
the reported “fast loop calling” approach the authors came up with. That raises the issue about this custom
method as well as the comparison results showing the overlap among different methods. At least one other
published way for loop calling and for stripe calling should be used to repeat all the results.

The number of loops we previously reported was from the holdout test set (roughly 1/3 of the
genome), which includes chr2, 5, 8, 11, 14, 15, 21, and 22. We expect the total number of loops
within 200 kb to be ∼20,000 whole-genome wide. We wonder whether this directly addressed
your concern.
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We also would like to point out that calling loops at different resolutions gives different sets
of loops, and it is natural to have fewer Micro-C loops called at 1 kb resolution than at 5 kb
resolution. For example, the loop highlighted with a green circle in Figure R8 can be called at 5
kb resolution but not at 1 kb resolution. In HFF Micro-C contact maps, 40,391 loops are called
at 5 kb resolution with the default settings of HICCUPS, but only 14,937 loops are called at
1 kb resolution (with a 10 kb window and the default FDR). Among the 14,937 loops at 1 kb
resolution, 13,308 (89.1%) have contact distance less than 200 kb (Figure R1), while only 57.4%
of loops at 5 kb resolution do, which further demonstrates that predicting contacts within 200
kb provides sufficient fine-scale structural information.

The reasons why we did not use published loop caller or stripe caller on our imputed contact
maps are provided in the response to your comment #4 above.

7. The authors show only two examples of CRISPRi which are known to be “functional”. First of all, this
is very limited and they could find many more examples in the literature, some from the papers I mentioned
above.

Thank you for the suggestion! We only evaluated CAESAR in two example regions because the
number of CRISPRi enhancer screening datasets is quite limited. We tried to find additional
published experiments, but the datasets we found, such as Canver et. al. and [13] and Smeenk
et. al. [14], are from cell lines without sufficient epigenomic features for CAESAR to impute.

In addition, we tried to use the experiment used in Akita [9] and DeepC [10], but that
example does not apply to CAESAR. In Akita [9] and DeepC [10], the authors use an example of
genetically engineered deletion affecting 3D chromatin organization in HEK293T cell. Although
this experiment is also based on CRISPR-Cas9 deletion, the goal is to directly evaluate the effect
of CTCF site knockout on 3D chromatin structures. The edited cell lines do not have sufficient
epigenomic features for CAESAR to impute its contact maps. By contrast, CRISPRi uses a
group of single guide RNAs to target every possible site inside a region of interest, and cells
expressing sgRNAs that target essential regulatory elements are depleted or increased in the
final population. Therefore, CRISPRi is a tiling array to screen enhancer regions. Since we aim
to demonstrate that 3D chromatin contacts predicted by CAESAR reveal enhancer-promoter
interactions, CRISPRi enhancer screening is a more appropriate functional validation.

Second, even for the two loci, they are mentioning, they seem to pick only a small subset of validated
connections. Could they recover the >1Mb loops in MYC locus for instance?

We increased the contact distance range to 1.25 Mb (at a cost of reducing the resolution to 1 kb),
which allowed us to validate five additional regulatory elements within 1.25 Mb. Our imputed
contact maps showed enriched contacts for four out of the five additional regulatory elements.

In Figure R10b, regulatory elements identified by CRIPSRi are labeled with r1 and e1∼e4
(e3 and e4 are only ∼5 kb apart). The interaction between MYC and its “repressive element”
r1 (PVT1) was already discussed in the paper. CAESAR predicts a stripe anchoring at MYC
and connects MYC with a series of active and repressive regulatory elements. Along the stripe,
MYC-enhancer interactions are also local maximum values.
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Figure R10: a, Nine regulatory elements (seven active and two repressive) are revealed by CRISPRi data;
b, The imputed 1 kb-resolution contact map of K562 shows the enriched contacts between MYC and four
additional regulatory elements.

Another three distal enhancers, e5∼e7, are located ∼2 Mb from MYC, but we did not use
them to validate our model for two reasons. First, Micro-C no longer outperforms Hi-C in this
range, and Hi-C contact maps are already available for K562 (Figure R10a). Because CAESAR’s
superiority is to predict short-range interactions that Hi-C fails to detect (e.g., the MYC-r1
interaction), such an experiment will not help us validate our model. Second, it requires us to
retrain the model to a larger range and this requires a lot of computational resources. If validating
e5, e6 and e7 is critical to you, we are delighted to add this analysis in future revisions.

8. For Figure 5C, it is not clear how many loops these pile-ups are plotted with. For this analysis, it
is critical to compare this enrichment with enrichment from a “control” cell line where the contact map is
predicted by CEASAR (cross-comparison). That would also partially address my concern about the artificial
visual patterns if they can show the enrichment patterns are specific (or at least more pronounced) for the

15



cell type where the eQTLs are observed.

Thank you for your suggestion. The number of eQTLs we used in this experiment has been
added to Supplementary Table 5. Following your suggestion, we added the cross-comparison
results of twelve tissues/cell types to Figure 5b in the revised manuscript. In the new figure,
seven CAESAR-imputed contact maps (adrenal gland, heart left ventricle, IMR-90, pancreas,
sigmoid colon, spleen, and transverse colon) have the highest contact values for their tissues/cell
line-matched eQTL-TSS interactions. Another four CAESAR-imputed contact maps (GM12878,
lung, stomach, and tibial nerve) also have close-to-highest contact values for their tissues/cell
line-matched eQTL-TSS interactions. These results demonstrate that the tissue/cell type-specific
enhancer-promoter interactions have been recovered by CAESAR.

Figure 5b: Pile-up analysis of the chromatin contacts between eQTLs and their corresponding gene TSS
from twelve different human tissues and cell lines on CAESAR-imputed contact maps and Micro-C contact
maps.

Minor:
9. Figure S5 is missing

Thank you for pointing that out. “Figure S5” in the previous supplementary notes should be
“Figure S4”. This typo has been corrected in our revised manuscript.
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10. Showing what would happen to detected loops by omitting each of the epigenomic markers would
be a better experiment to show the importance of each rather than just calculating their importance using
“integrated gradient”.

Thank you for your suggestion. We can think of two methods for “omitting an epigenomic marker
to show the importance of features”. We are not sure which method you referred to, so we com-
pare them with integrated gradient respectively.

In the first method, the model is not re-trained, and new outputs are generated by setting
one input epigenomic feature to be all zeros. The loops/stripes in the new outputs are compared
with the corresponding loop/stripe in the original outputs to evaluate the importance of the
omitted epigenomic feature.

Integrated gradient calculates when a certain dimension of inputs increase from a background
(often chosen to be zero) to the real value, how the outputs will change. Therefore, at most
times, it is equivalent to omitting a dimension and observing the change of outputs. However,
in some situations, integrated gradient is more desirable than simply omitting one dimension,
especially in interpreting deep learning models with activation functions. Here is one simple
example. One common activation function in neural networks is Relu(a) = max(0, a). Let
z = 1 − Relu(1 − x − y) be a simple network with inputs (x, y) and output z. Let x = 1 and
y = 1, and therefore z = 1. By setting x = 0 (i.e., omitting x), z = 1 is not changed, but the
conclusion that x is not important for predicting z is clearly wrong since omitting y gives exactly
the same result. However, integrated gradient increases (x, y) from (0, 0) to (1, 1) and calculates
the two dimensions’ contribution separately, which results in 0.5 attribution for both x and y.

In the second method, one epigenomic feature (e.g, H3K27ac) is omitted, and the model
is re-trained with only five epigenomic features. After training, we can call loops/stripes from
the predicted contact map and compare their strength with the previous model’s outputs. If the
strength of a loop/stripe significantly changes, then the chosen epigenomic feature is important
for predicting this loop/stripe.

However, we can only get an “overall” importance of the entire epigenomic feature of interest,
but the outputs are not attributed to individual genomic locus. For example, integrated gradient
describes which specific H3K4me3-enrich region contributes to CAESAR’s prediction of a stripe,
but the second omitting approach only shows the feature H3K4me3 is important for predicting the
stripe in a locus-agnostic fashion. To obtain the locus information, we need to omit epigenomic
features from certain regions (i.e., certain dimensions in the input) instead of omitting the entire
epigenomic track to train the model. However, there are ∼90 million input dimensions in the
genome (∼3 billion base pairs × 6 epigenomic features / 200 bp resolution) and it is impossible
to omit every dimension to train different models.

11. The 150 kb threshold for eQTLs is arbitrary. The authors claim their method performs best up until
200 kb. Why not at least use that threshold? Either way, this has to be explained and justified.

Thank you for pointing this out. Since there is a 20 kb “window” in the pile-up analysis, we
can only use eQTL-gene pairs within 180 kb (otherwise the window goes beyond 200 kb). In the
revised manuscript, we changed it to 180 kb.

12. The justification of the use of a “surrogate” contact map from only a correlation curve is insufficient.

Thank you for your suggestion! We added the accuracy of loop and stripe prediction
based on the model trained with surrogate Hi-C maps as another evaluation metric.
With surrogate Hi-C contact maps, CAESAR still accurately predicts 69% of Micro-C loops
and 61% of Micro-C stripes. By contrast, CAESAR trained with matched Hi-C data captured
72% of the loops and 63% of the stripes on HFF. Therefore, both the loop/stripe accuracies
and SCC measures demonstrate that surrogate contact maps can be used as an alternative if
matched Hi-C contact maps are unavailable. We added this result to Supplementary Figure 3.
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It is noteworthy that the matched Hi-C and the surrogate Hi-C achieve very similar performance
for fine-scale structure prediction, which is expected since the main contribution of Hi-C is to
assist the model to relate genomic loci, and the information of fine-scale interactions mainly
comes from epigenomic features. The functions of surrogate Hi-C contact maps are addressed
comprehensively in the response to Reviewer #1 point 4.

13. Line 158. “Appears” exclusively suggests visual inspection rather than quantification. This has to
be clarified.

Thank you for your suggestion. We called loops in these regions with the loop caller (FDR =
0.1) and marked all the called loops in the new Figure 5a and Supplementary Figure 5e & 5f in
our revised manuscript.

14. Line 180. It is really confusing to me how or why the peaks in the 1D features used are not informative.
If this is the case then the reason behind has to be clarified.

Attribution reflects the correlation between fine-scale structures and epigenomic features learned
by CAESAR, which is completely data-driven. Therefore, “not informative” features in-
dicate CAESAR does not identify significant correlations between the features and
the 3D structure.

Supporting evidence can be found from raw data. We added an experiment to demonstrate
why H3K27ac does not have high attribution in predicting stripes as another active feature
H3K4me3. In Figure 6 and Figure S6, although H3K27ac is known to be an active mark and
often overlaps with stripe anchors, by analyzing the original epigenomic signal, we confirmed
that, unlike active mark H3K4me3, the most H3K27ac-enriched regions are less likely to overlap
with stripe anchors. More precisely, among the 1,000 loci with the highest H3K4me3 signal on
test set chromosomes, 374 are stripe anchors. By contrast, among the 1,000 loci with the highest
H3K27ac signal on the same chromosomes, only 50 of them are stripe anchors. The distribution
is also visualized with histograms in Figure R5 above. As a result, CAESAR connects stripes to
positive H3K4me3 attribution but regards H3K27ac as a feature related to “active regions but
not stripes” and attributes it negatively.

We have added the discussion to Supplementary Note 11 in our revised manuscript.
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REVIEWER COMMENTS 

 

Reviewer #1 (Remarks to the Author): 

 

Overall, the paper improved a lot during revision. 

 

My remaining concern is that our group has not been able to run their software. The GitHub for 

CAESAR didn't provide any of the models they've trained. Also, there is no direct packages for training 

and prediction, which means that the users need to revise their source code for training and 

prediction, which is not trivial. 

 

 

 

 

 

Reviewer #3 (Remarks to the Author): 

 

In this manuscript, Feng et al. develop a supervised deep learning algorithm, CAESAR, to predict 

nucleosome-resolution contact maps from lower resolution Hi-C and epigenomic tracks. Compared to 

previously published methods performing similar tasks, I can see two advantages of CAESAR that 

would make it valuable for the community: the increase in resolution and, most of all, the ability to 

predict cell type specific contact maps. My primary concern however is that this second claim is not 

sufficiently demonstrated in the current manuscript. Besides that, I think the study is sound and the 

authors have addressed previous reviewers’ technical concerns. 

 

Below are my specific comments. 

 

Major comments: 

 

1) The ability to predict cell type specific contact maps should be more thoroughly demonstrated, as it 

is one main novelty of the method. To this aim the authors could apply similar metrics as those 

already used in their manuscript. First, they could measure Spearman’s correlations between pairs of 

predicted contact maps in different cell types. Then, they should compare the obtained values with 

correlations between experimental maps (micro-C and/or Hi-C) in different cell types to check if the 

overall level of variability is similar. As a control, they could use correlations between experimental 

replicates in the same cell type. I think this gives already a good indication of the overall method 

performance in distinguishing cell types. Second, to evaluate the ability to capture specific, differential 

contact patterns, they could measure, comprehensively, the model accuracy in distinguishing cell type 

specific structures such as loops and stripes. 

 

2) CAESAR is benchmarked against two published methods and shown to outperform them. However, 

more recent methods published in Nature Methods 2020, Fudenberg, et al. (Akita), and Schwessinger, 

et al. (DeepC) are not even cited. At least a brief discussion about these methods and, if applicable, 

some quantitative comparisons should be added. 

 

3) In particular, Akita is also trained on micro-C data, so CAESAR is not the first to do, as they seem 

to suggest. 

 

4) In Fig. 3c it is shown that if surrogate Hi-C is used in place of the original Hi-C, the model still gives 

good performance in terms of SCC. I wonder if it could be simply used Hi-C from a different cell type 

instead of surrogate Hi-C. Does surrogate Hi-C perform better than Hi-C from another cell type? 

 

5) In Fig. 4a, I can’t see any CRISPRi score peaks at the PVT1 region. 

 



6) Are the predicted contact data provided in the web server at 200bp resolution? Indeed, when I try 

to extract the data with JuiceTools dump, I get an error message saying the data are only available at 

25000 10000 5000 1000 resolutions. Please clarify, and sorry if this is just my mistake. 

 

 

Minor: 

 

7) What is the source of Hi-C data in the pancreas shown in Fig.5a? There is no reference in the 

maintext and in Suppl. Table 2, where Hi-C data sources are listed, there is no pancreas Hi-C. All 

employed datasets should be referenced. 

 

8) In the GitHub repository, unlike written in the Utiles/README file, no example codes are provided 

for reproducing downstream analysis shown in the paper figures 2-6. Additionally, there is no README 

for the usage of the developed loop and stripe callers. 



Response to Reviewers

Thank you for reviewing our manuscript titled “Connecting high-resolution 3D chromatin organization with
epigenomics”. Below, we address each of the points raised by the two reviewers and describe the changes we
have made to the manuscript. In what follows, the reviewer’s comments are given in black, interleaved with
our responses in blue, and major changes of the main text in red.

Reviewer #1

Overall, the paper improved a lot during revision.
My remaining concern is that our group has not been able to run their software. The GitHub for

CAESAR didn’t provide any of the models they’ve trained. Also, there is no direct packages for training and
prediction, which means that the users need to revise their source code for training and prediction, which is
not trivial.

Thank you for your advice!
In our previous version, we had published our models in .h5 files on GitHub (under the

“/Model” directory). We apologize that we did not make them obvious.
In our latest version, we re-organized the software code and provided two options for users

to use our model and code easily. The first option is for users who would like to directly use the
trained CAESAR to impute their own contact maps. In this option, the users can directly use
the trained model provided in .h5 files (under the “/Imputation” directory). The second option
is for users who would like to train the model (which requires large storage and memory) from
scratch by themselves. In this option, the users can follow our step-by-step instructions about
data processing and model training procedure, which are also shared on our GitHub repository
(under the “/Training” directory).

Reviewer #3

In this manuscript, Feng et al. develop a supervised deep learning algorithm, CAESAR, to predict nucleosome-
resolution contact maps from lower resolution Hi-C and epigenomic tracks. Compared to previously published
methods performing similar tasks, I can see two advantages of CAESAR that would make it valuable for
the community: the increase in resolution and, most of all, the ability to predict cell type specific contact
maps. My primary concern however is that this second claim is not sufficiently demonstrated in the current
manuscript. Besides that, I think the study is sound and the authors have addressed previous reviewers’
technical concerns.

Thank you for recognizing the advantages of our work. Following your suggestions, we improved
our work in the following ways.

• We cited additional work (including Akita and DeepC) and discussed how CAESAR is
different from existing work.

• We found that the variability between imputed cell-type-specific contact maps is comparable
with that between experimental H1 and HFF Micro-C contact maps, which suggested that
CAESAR can predict cell type-specific contact maps.

• We added new experiments suggesting that some of the fine-scale structures including loops
and stripes predicted by CAESAR are cell type-specific.

• We added new experiments showing that CAESAR trained with cell type-mismatched Hi-C
only moderately underperformed CAESAR trained with surrogate Hi-C.

• We modified Fig. 4a to better visualize the regulatory elements uncovered by CRISPRi
scores.

• We re-organized our code on the GitHub repository and provided a trained model in .h5
format as well as the code for generating the results in our paper.
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Below are my specific comments.

Major:

1. The ability to predict cell type specific contact maps should be more thoroughly demonstrated, as it is
one main novelty of the method. To this aim the authors could apply similar metrics as those already used
in their manuscript. First, they could measure Spearman’s correlations between pairs of predicted contact
maps in different cell types. Then, they should compare the obtained values with correlations between
experimental maps (micro-C and/or Hi-C) in different cell types to check if the overall level of variability is
similar. As a control, they could use correlations between experimental replicates in the same cell type. I
think this gives already a good indication of the overall method performance in distinguishing cell types.

Thank you for your suggestions.
We added one experiment to show the ability to predict cell-type-specific contact maps. In

total, our study imputed high-resolution chromatin contact maps for sixteen human cell lines.
Following your suggestion, we calculated the similarity between imputed contact maps with
HiCRep [1]. The pairwise similarity matrix between the sixteen cell lines is visualized in Fig. R1.
As a control, we also calculated the HiCRep scores between experimental Micro-C contact maps
from biological replicates of H1 and HFF.

The HiCRep scores between the sixteen cell lines (mean=0.77, std=0.04) are comparable
with the scores between H1 and HFF (mean=0.74, std=0.03), whereas HiCRep scores between
two biological replicates are as high as 0.85 (H1) and 0.87 (HFF). Therefore, CAESAR-imputed
contact maps of human cell lines show similar variability as experimental Micro-C contact maps,
indicating CAESAR’s capability of distinguishing cell types. We have included this result in
Supplementary Figure S5 in our revised manuscript.

Figure R1: The heatmap of HiCRep reproducibility scores between Micro-C contact maps from HFF/H1
biological replicates (above) and the heatmap of HiCRep reproducibility scores between the imputed
contact maps of the sixteen cell lines used in our study (below).

Second, to evaluate the ability to capture specific, differential contact patterns, they could measure,
comprehensively, the model accuracy in distinguishing cell type specific structures such as loops and stripes.
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Figure R2: CAESAR predicts cell type-specific fine-scale structures. (a and c) Sixteen sets of loops and
stripes were called from CAESAR-imputed contact maps of sixteen cell lines, and the APA analysis of
these loop/stripe regions was carried out across the sixteen cell lines’ imputed contact maps. (b and d)
Contacts are significantly more enriched in the APA analysis when the set of loops/stripes and the contact
map are from the matched cell line.

Since we do not have the ground truth fine-scale structures in Micro-C contact maps from
these cell lines, we instead added another experiment to illustrate that some of the loops and
stripes predicted by CAESAR are cell type-specific.

From the imputed high-resolution chromatin contact maps for the sixteen human cell lines,
we first called loops and stripes using the loop and stripe callers described in our manuscript,
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and achieved sixteen sets of loops and stripes. Aggregated peak analysis (APA) was then carried
out across the sixteen human cell lines, in which we piled up the contacts in the called loop and
stripe regions, and calculated contact enrichment scores for these sixteen sets of loops and stripes
in the sixteen sets of contact maps. The APA analysis produced a 16-by-16 matrix with rows
corresponding to the sixteen sets of loops and stripes, and columns corresponding to the sixteen
contact maps in which we calculated the contact enrichment scores (Fig. R2a and R2c). Therefore
in this 16-by-16 matrix, diagonal elements are cell-type-matched whereas off-diagonal elements
are cell-type-mismatched. Under the null hypothesis that these loops and stripes are not cell-
type-specific, the enrichment scores from diagonal elements and those from off-diagonal elements
should be similarly distributed. It is observed that chromatin contacts in loop/stripe regions
called from one cell type are significantly more enriched in the cell-type-matched contact map
predicted by CAESAR (Fig. R2b and R2d). This demonstrates that some fine-scale structures
predicted by CAESAR are cell type-specific. We have included this result in Supplementary
Figure S6 in our revised manuscript.

(Line 119) Chromatin contact maps imputed by CAESAR also show comparable
cell-type variability as real Micro-C contact maps in terms of SCC and cell type-
specific fine-scale structures including chromatin loops and stripes (Figures S5 and S6;
Supplementary Note 10).

2. CAESAR is benchmarked against two published methods and shown to outperform them. However,
more recent methods published in Nature Methods 2020, Fudenberg, et al. (Akita), and Schwessinger, et
al. (DeepC) are not even cited. At least a brief discussion about these methods and, if applicable, some
quantitative comparisons should be added.

Thank you for the advice. We cited Akita and DeepC and added a brief discussion in our revised
manuscript.

(Line 49) CAESAR connects 3D genome organization with epigenomics at nucleosome resolu-
tion and unprecedented scale. First, compared with previous computational models for imputing
Hi-C contact maps, such as HiCPlus [2], HiCGAN [3], and HiC-Reg [4], CAESAR reaches a
much higher resolution. Since the majority of epigenomic activities (TF binding and histone
modifications) take place at the nucleosome resolution, it is desirable to develop the predic-
tive model that connects epigenomics and chromatin organization at the nucleosome resolution.
Second, although previous models EpiTensor [5] and DeepTACT [6] also reconstruct sparse 3D
chromatin interactions from epigenomics at an ultra-high resolution, CAESAR learns from real
Micro-C contact maps and predicts all chromatin contacts within a distance range, which reveals
diverse fine-scale structures such as stripes, TADs, and polycomb interactions between repressive
regions. Third, different from Akita [7] and DeepC [8] which predict chromatin contact maps
from conserved DNA sequences, CAESAR generates tissue-specific or cell line-specific predictions
from epigenomic features. Therefore, it imputes an unprecedented number of high-resolution hu-
man chromatin contact maps, including 57 tissue samples, 16 cell lines, 12 primary cells, and
6 in vitro differentiated cells. The imputed high-resolution contact maps are shared on a web
server (https://nucleome.dcmb.med.umich.edu/), which allows users to easily navigate these fine-
scale chromatin structures and the corresponding explanatory epigenomic features. In addition,
CAESAR includes an attribution component, which reveals detailed relationships between 3D
chromatin organization and epigenomic features.

It is difficult for us to directly compare the performance between CAESAR, Akita and DeepC
due to the different resolutions they used, and the evaluation metric SCC is quite sensitive
to resolution. Since the SCC value between the same two contact maps is higher at a lower
resolution, it is a fair comparison only if imputed contact maps have exactly the same resolution.

According to Fig. 1d of the DeepC paper [8], they reached ∼0.6 SCC at 5 Kb resolution in
the range within 200 kb, while CAESAR achieved ∼0.8 (Fig. 2a in our manuscript) at 200 bp
resolution. In addition, CAESAR is more efficient since it requires fewer parameters than DeepC
(2 million v.s. 60 million).
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In Akita, the 2-fold pooling operation in convolution layers results in the 2N bp resolution
(N = 11 and resolution = 2048 bp in their original paper), which does not match CAESAR’s
resolution for a fair comparison as well. Nevertheless, we followed Akita’s strategy and published
the predicted contact maps of chromosome 17 on our web server.

3. In particular, Akita is also trained on micro-C data, so CAESAR is not the first to do, as they seem
to suggest.

We have tuned down our claim to “(Line 49) CAESAR connects 3D genome organization with
epigenomics at nucleosome resolution and unprecedented scale”.

4. In Fig. 3c it is shown that if surrogate Hi-C is used in place of the original Hi-C, the model still
gives good performance in terms of SCC. I wonder if it could be simply used Hi-C from a different cell type
instead of surrogate Hi-C. Does surrogate Hi-C perform better than Hi-C from another cell type?

We added two experiments in which CAESAR was trained with K562 and GM12878 and predicted
high-resolution contact maps of HFF. In terms of distance-stratified Pearson’s correlation with
the observed Micro-C contact map, CAESAR trained with surrogate Hi-C slightly outperforms
CAESAR trained with mismatched Hi-C (GM12878 or K562) (Fig. R3). However, CAESAR
models trained with deep-sequenced GM12878 and K562 Hi-C also reached much higher corre-
lation than the original HFF Hi-C, indicating that these models still predict Micro-C contacts
well.

Figure R3: The performance of CAESAR trained with the cell-type-matched Hi-C (HFF), a surrogate
Hi-C aggregated from 5 cell lines, and Hi-C from two other cell types evaluated by SCC with observed HFF
Micro-C contact map. The black dotted line shows the correlation between HFF Hi-C and HFF Micro-C
contact maps.

5. In Fig. 4a, I can’t see any CRISPRi score peaks at the PVT1 region.

Thank you for the question! The data were from Fig. 2a of Fulco et. al.[9] (Fig. R4), in which
the corresponding peak was marked as r1 by original authors.

The peak we referred to is negative and less significant than the positive ones. Therefore,
only visualizing the tracks with proper resolutions and scales can avoid a misleading visual effect.
We now changed the resolution to 200 bp and adjusted the scale of the y-axis to make the peak
more obvious (Fig. R5).
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Figure R4: CRISPRi screening identifies seven distal enhancers (e1 to e7) that activate MYC and two
repressive elements (r1, r2) that may act to repress MYC.

Figure R5: The CRISPRi scores of K562 near MYC region.

6. Are the predicted contact data provided in the web server at 200bp resolution? Indeed, when I try to
extract the data with JuiceTools dump, I get an error message saying the data are only available at 25000
10000 5000 1000 resolutions. Please clarify, and sorry if this is just my mistake.

You are correct that the contact maps published on our server only have 25 K, 10 K, 5 K, and
1 K resolutions. We did not publish whole-genome contact maps at 200 bp resolution due to
storage concerns. Imputed contact maps at 200 bp resolution will take over ∼ 4 TB of storage
on our web server.

Since it is easier to re-generate than download the contact maps for the whole genome, we
provide the code for generating contact maps of any user-specified regions in our GitHub reposi-
tory. We also agree that 200-bp-resolution contact maps are significant results of CAESAR, and
therefore, we followed how Akita [7] shared the predicted contact map and published the 200-bp
contact maps of chromosome 17 for all human cell lines and tissue types.

6



Minor:

7. What is the source of Hi-C data in the pancreas shown in Fig.5a? There is no reference in the main
text and in Suppl. Table 2, where Hi-C data sources are listed, there is no pancreas Hi-C. All employed
datasets should be referenced.

The human tissue Hi-C contact maps including heart left ventricle, lung, and pancreas are all
from Schmitt et al.[10]. We have added the data source to Supplementary Table 2.

8. In the GitHub repository, unlike written in the Utiles/README file, no example codes are provided
for reproducing downstream analysis shown in the paper figures 2-6. Additionally, there is no README for
the usage of the developed loop and stripe callers.

We re-organized our GitHub repository and added additional information to the README file
including how to impute a customized region with CAESAR (under the “/Imputation” directory),
how to train CAESAR from scratch (under the “/Training” directory), and how to run the
loop caller and stripe caller (under the “/Manuscript” directory). Generating the figures in the
manuscript requires large raw data which are stored locally, but the code for generating these
data is also provided.
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REVIEWERS' COMMENTS 

 

Reviewer #3 (Remarks to the Author): 

 

The authors have addressed my concerns in the revisions, and I think the manuscript is suitable for 

publication. 
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