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Supplementary Figure 1 Boxplots of testing accuracies for classifying digits in the mfeat dataset
by deepManReg (Orange) vs. neural network classification without any regularization vs. Linear
Manifold Alignment (Blue) vs. CCA (Red) vs. MATCHER (Purple). Points are shown on the plots.
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Supplementary Figure 2 Barplots showing the differences between the original model gene
regulatory network [1] and the networks reconstructed by deepManReg, MATCHER, LMA,

and CCA. The differences are characterized by the score: S =

|Y" — Original| + |X' — Y’|, where X' and Y’ are the adjacency matrices of reconstructed net-

|X" — Original| +

works by RNA abundance and protein abundance (i.e., Modalities 1 and 2) respectively,
Original is the original model network adjacency matrix.
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Supplementary Figure 3 Select connected genes vs. electrophysiological features in Figure 4
show significantly nonlinear relationships across cells. Dots: cells. Left: Sept4 vs. upstroke_down-
stroke_ratio_ramp (Spearman correlation p = -0.299, p-value < 2.2e-16). Middle: Sept4 vs.
fast_trough_t_ramp (Spearman correlation p = 0.287, p-value < 2.2e-16). Right: Sic8a1 vs.
fast_trough_t_ramp (Spearman correlation p = 0.127, p-value < 1.6e-14). The blue curves
represent a fitted smoothing line by a generalized additive model to predict y ~ x.
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Supplementary Figure 4 Boxplots of testing accuracies for classifying cell layers in the mouse
visual cortex by deepManReg (Orange) vs. neural network classification without any regularization
using both modalities (Blue), e-features only (Brown), and gene expression only (Pink) by Linear
Manifold Alignment (Green), CCA (Red), and MATCHER (Purple). Points are shown on the plots.
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Supplementary Figure 5 Boxplot showing spearman correlations between layer genes and e-
features. For each layer, we calculate the correlations between layer genes and e-features on cells
inside that layer (blue) and outside that layer (orange).
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Supplementary Figure 6 Optimization on Stiefel Manifold. In forward pass, the concatena-
. X)) . . . .
tion of the outputs of the 2 neural networks, QEY;] is projected onto Stiefel Manifold. In

backward pass, the Euclidean gradient, V3¢, is projected onto the tangent space of the
Stiefel Manifold to get the Riemannian gradient, Vzl.



Algorithm 1: Deep Manifold Alignment

input : data for two modalities X & Y
params: training step 7', learning rate 7
output : parameters Wy & 2741

1 initialize Wy & Zo;

2 fort=0:Tdo

// forward pass

3 | fi — F(X;Wh);
4 | g+ g9Y;2);

5 Rt — ft H
gt
6 Calculate L 4 // L is the joint Laplacian

// project the output onto Stiefel manifold

7 F, + U,IV," where R, = U;%,V,T is the SVD decomposition of R, and I is the identity matrix;

l t’f‘(]F’tTL]Ft) H // compute loss
[ Vﬁté H // compute Euclidean gradient
10 // project Euclidean gradient onto the tangent space of Stiefel manifold

11 | py « Fuskew(#Te) + (I — F,FT)ey;

// backpropagate the Riemannian gradient

12 Wi, 2¢ < backprop(p:) Wit + Wi+ gWe, m, t);

13 241 < 2+ g(24,1m,t) where g is an optimizer (e.g., SGD)
14 end

Supplementary Algorithm Optimization on Stiefel Manifold. In forward pass, the concate-
f&X)
g(¥)
backward pass, the Euclidean gradient, V3¢, is projected onto the tangent space of the
Stiefel Manifold to get the Riemannian gradient, Vzl.

nation of the outputs of the 2 neural networks, ] is projected onto Stiefel Manifold. In

a p test accuracy
1 0 0.80275
0.995 0.005 0.80225

0.99 0.01 0.80125

0.8 0.2 0.79525

0.5 0.5 0.78875

0.3 0.7 0.78375

0.2 0.8 0.77925

0.1 0.9 0.75175

0 1 0.693

Supplementary Table 1 Ablation study on parameters a and g for feature-network regularized
learning showing that feature-network regularization contributes most to improve the prediction
outcomes.
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