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Supplementary Figure 1. The accuracy and loss curve of a convolutional neural network
trained to classify sentences containing the word “stress”. A convolutional neural network was
trained on a dataset containing 19,626 sentences. This dataset was splitted into two parts,
having 80% for training and 20% for validation. The gradient based Adamax algorithm was
deployed with a learning rate of 0.002 during model training. The accuracy (A) increased rapidly
up to 0.995 after the first five epochs. At the same time, the validation accuracy was maximized
at 0.991. On the other hand, the loss curve (B) showed a sharp fall followed by a continuous
decrease. The increase of the loss curve on the validation set after the fifth epoch was an
indication of an overfitting. To avoid overfitting we used the parameters that maximized the
validation performance. Our model with these parameters has an AUC of 99.2%.



