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Supplementary Information for : Monte Carlo study of the pseudogap
and superconductivity emerging from quantum magnetic fluctuations

In this supplementary information, we present the details of quantum Monte Carlo (QMC) implementation and
more results of the phase diagram in different phases, as well as the theoretical analysis upon the QMC data.

Supplementary Note 1: Details of QMC simulation.

A. Quantum Rotor Model.
The Monte Carlo simulation on the quantum rotor model (QRM) starts from employing a proper basis for the

Hamiltonian. As shown in Eq. 2 in main text, the boson part has global U(1) symmetry under θ representation. We
adopt the representation of the angle variable θ for each site, ranging between [0, 2π), which are the eigenstates
of the potential part. Using the canonical commutation relation [θ̂i, n̂j ] = iδi,j , the QRM Hamiltonian can be
expressed as,

Hqr = T̂ + Û (1)

=
U

2

∑
i

(
− i ∂

∂θ̂i

)2 − tb ∑
〈i,j〉

cos(θ̂i − θ̂j) (2)

and the partition function obeys,

Z = Tr
{
e
−β[−U2

∑
i
∂2

∂θ̂2
i

−tb
∑
〈i,j〉 cos(θ̂i−θ̂j)]

}
(3)

Using Trotter decomposition, we can divided β into M slices with step ∆τ = β/M , and insert the complete sets
of the {θi} at each time slice. We have,

Z =

∫
Dθ

M−1∏
l=0

〈{θ(l + 1)}|e−∆τT̂ e−∆τV̂ |{θ(l)}〉 (4)

The states follow the periodic boundary condition {θ(M)} = {θ(0)}. For the potential part, θi(l)-s are the
eigenstates of V and can be directly calculated. For the kinetic part, if one inserts a complete basis of Ji(l) as the
integer-valued angular momentum at site i and time slice l, one finds that

T (l) =
∑
{J}

∏
i

e−
∆τU

2 [Ji(l)]
2

〈θi(l + 1)|Ji(l)〉〈Ji(l)|θi(l)〉, (5)

The term 〈θi(l)|Ji(l)〉 has a complex value eiJi(l)θi(l). Next, we transfer the square term of Ji(l) into linear term
with the help of the Poisson summation formula,

T (l) =
∏
i

∑
J

e−
∆τU

2 J2

eiJ(θi(l)−θi(l+1))

=
∏
i

∞∑
m=−∞

∫ ∞
−∞

dJe2πiJme−
∆τU

2 J2

eiJ(θi(l)−θi(l+1))

=
∏
i

∞∑
m=−∞

√
2π

∆τU
e−

1
2∆τU (θi(l)−θi(l+1)−2πm)2

. (6)

Then, we modify this by a Villain approximation to

T (l) ≈
∏
i

e
1

∆τU cos(θi(l)−θi(l+1)) (7)
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where the kinetic part of QRM can be regarded as the effective interaction along imaginary time axis. We finally
map the QRM to 3D anisotropic XY model [1], and the space-time configuration of the rotors, as shown in the Fig.
1a of the main text, plays the role of the usual auxiliary field for the determinant QMC simulations, which we will
discuss next.
B. Determinantal QMC implementations.

The determinantal quantum Monte Carlo (DQMC) is designed to deal with the interacting fermion lattice model
with quartic interactions [2] and to decouple the quartic interactions into auxiliary bosonic fields coupled with
fermion bilinears. In recent years, there new developments allow one to bestow the bosonic auxiliary field with
a bosonic Hamiltonian and investigate the situation of the critical bosons coupled with various Fermi surface
geometries [3], which is the path we take in this work.

In DQMC, one transfers the non-eigenstates to a series of classical configurations, such as the space-time rotor
configurations in previous section, and then samples in the resulting configuration space. To start with, one writes
down the path integral of partition function,

Z = Tr{e−βĤ} = Tr{
M∏
m=1

e−∆τĤ} (8)

Here, M = β/dτ , denoting the number of the imaginary time slices. Ĥ is the total Hamiltonian and contains both
bosonic and fermionic parts, and their interaction. The trace operation can be divided into trace for fermions TrF
and bosons

∫
dθi, where we express the bosonic degrees of freedom as θ for each site. Next, we insert a series of

unit operators with periodic boundary conditions {θ(M)} = {θ(0)} and make ∆τ → 0,

Z = TrF

{∫
Dθ〈{θ}|

M−1∏
l=0

e−∆τĤ |{θ}〉

}
(9)

= TrF

{∫
Dθ

M−1∏
l=0

〈{θ(l + 1)}|e−∆τĤqre−∆τĤFe−∆τĤqr−f |{θ(l)}〉

}
(10)

Next, utilizing the Supplementary Equation (7), we write the partition function as

Z =

∫
Dθ

(
M−1∏
l=0

∏
i

e
1

∆τU cos(θi(l)−θi(l+1))

)(
M−1∏
l=0

e∆τtb
∑
〈i,j〉 cos(θi(l)−θj(l))

)
TrF

{
M−1∏
l=0

e−∆τĤFe−∆τĤqr−f

}
(11)

The bosonic part can be taken out of the fermion trace. Furthermore, the kinetic part of free fermion is independent
of configuration and can be calculated at the beginning of the simulation, while the interaction part of boson and
fermion depends on the configurations of θ. The calculation process on TrF is always displayed as the determinant.
Finally, the total weight of configuration is,

Z =

∫
Dθ Wb({θ}) det(1 +

M−1∏
l=0

e−∆τHFe−∆τHqr−f{θ(l)})

=

∫
Dθ Wb({θ}) det(1 +B(β, 0){θ})

=

∫
Dθ Wb({θ})WF({θ}) (12)

where Wb({θ}) is the weight of bosonic part, and HF, Hqr−f is the matrix in fermionic layer, spin, coordinate
representation. So far, we have mapped the model to a series of classical configurations and obtained its weight.
Using Markov chain, we sample the configuration of {θ} and implement both local update schemes and global
updates - a Wolff update scheme - to avoid critical slowing down, see algorithm analysis and details of QRM
in [1].
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C. QMC sign problem.

We find an antiunitray transformation K = iσyK under which the model is invariant, where σy is a Pauli matrix
in the layer basis, and K is the complex conjugation operator. Thus the model is free of the sign problem, and

WF = det(1 +B′(β, 0){θ})
2 (13)

B′ is 2N × 2N dimension matrix for single layer fermions, where N = L × L is the number of sites. Since the
model is symmetric for two layers, the Green’s function is the same for both layers with same site and spin index,
i.e. Gσσ

′

11 = Gσσ
′

22 , where Gσσ
′

λλ′ = 〈T ĉiσλĉ†jσλ′〉.

D. Controlling finite-size effects.

The simulation of DQMC is restricted to finite system sizes, and its computational complexity scales as
O(βN3) [3]. Therefore, it is necessary to reduce the finite size effect in simulations as much as possible. To
increase the momentum resolution on finite size simulations, we introduce a magnetic field perpendicular to the
lattice plane called z-direction flux. The magnetic field changes the dispersion relation of the free system to mimic
the DOS of the infinite system [4]. Since the lattice site is finite, the flux must be quantized. The magnetic field is
introduced via the Peirls phase factors on the bonds,

ĉ†iσλĉjσλ → ei
∫ rj
ri

Aσλ(r)drĉ†iσλĉjσλ = eiAij ĉ†iσλĉjσλ (14)

with B = O×A and Φ0 the flux quanta. We take the Landau gauge A(r) = −B(y, 0, 0), which is independent of
spin and layer index. To satisfy the periodic boundary condition, the boundary hopping terms must have different
form compared with that of the inner bonds. Furthermore, we hope the flux on each area of lattice plane is
equivalent. Since the model has the next-nearest hopping term, the square area encircled by four adjacent sites
can be divided into four triangular parts. We design the magnetic field to satisfy this condition and for the nearest-
neighbor hopping the phases Aij read,

Aij =



+
2π

φ0
B · iy,← hopping

− 2π

φ0
B · iy,→ hopping

0, ↑, ↓ hopping

+
2π

φ0
B · L · ix, ↑ hopping

− 2π

φ0
B · L · ix, ↓ hopping

(15)
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For the next-nearest-neighbor hopping,

Aij =



+
2π

φ0
B · iy,↙ hopping

− 2π

φ0
B · iy,↗ hopping

+
2π

φ0
B · iy,↖ hopping

− 2π

φ0
B · iy,↘ hopping

+
2π

φ0
B · (Lix − iy),↙ hopping(boundary crossing)

− 2π

φ0
B · (Lix − iy),↗ hopping(boundary crossing)

+
2π

φ0
B · (Lix + iy),↖ hopping(boundary crossing)

− 2π

φ0
B · (Lix + iy),↘ hopping(boundary crossing)

(16)

where B = Φ0

L2 is the unit magnetic flux, and ix, iy are the indices of site range between 1 and L in the x and y
lattice directions. Various arrows represent the direction of hopping terms from site i to j. Note that when L→∞,
the magnetic field approaches 0, and the Hamiltonian goes back to the original one. The method of adding z-flux
significantly reduces finite size effects. However, the magnetic field breaks the translation symmetry, i.e., the
momentum k is not valid for fermion. In the DQMC simulation, we add the z-flux when measuring bosonic ob-
servables, e.g., bosonic susceptibility. While for fermionic observables e.g. spectral functions, superfluid density,
we drop it.

Supplementary Table 1. Various explored pairing channels.
Channel Description Definition
Cos,is On-site, s-wave, Intra-layer, spin-singlet 1√

2
(ĉi1↑ĉi1↓ + ĉi1↓ĉi1↑)

Cos,ts On-site, s-wave, layer-triplet, spin-singlet 1√
2
(ĉi1↑ĉi2↓ − ĉi1↓ĉi2↑)

Cos,st0 On-site, s-wave, layer-singlet, spin-triplet(S = 0) 1√
2
(ĉi1↑ĉi2↓ + ĉi1↓ĉi2↑)

Cos,st1 On-site, s-wave, layer-singlet, spin-triplet(S = 1) 1√
2
(ĉi1↑ĉi2↑ − ĉi2↑ĉi1↑)

Cns,is Nearest-neighbor, s-wave, Intra-layer, spin-singlet 1√
8

∑
l fns(δl)(ĉi1↑ĉi+δl1↓ + ĉi1↓ĉi+δl1↑)

Cns,ts Nearest-neighbor, s-wave, layer-triplet, spin-singlet 1√
8

∑
l fns(δl)(ĉi1↑ĉi+δl2↓ − ĉi1↓ĉi+δl2↑)

Cns,st0 Nearest-neighbor, s-wave, layer-singlet, spin-triplet(S = 0) 1√
8

∑
l fns(δl)(ĉi1↑ĉi+δl2↓ + ĉi1↓ĉi+δl2↑)

Cns,st1 Nearest-neighbor, s-wave, layer-singlet, spin-triplet(S = 1) 1√
8

∑
l fns(δl)(ĉi1↑ĉi+δl2↑ − ĉi1↑ĉi+δl2↑)

Cnp,it0 Nearest-neighbor px-wave, Intra-layer, spin-triplet(S = 0) 1√
4

∑
l fnp(δl)(ĉi1↑ĉi+δl1↓ + ĉi1↓ĉi+δl1↑)

Cnp,it1 Nearest-neighbor px-wave, Intra-layer, spin-triplet(S = 1) 1√
2

∑
l fnp(δl)ĉi1↑ĉi+δl1↑

Supplementary Note 2: Physical observables.

In order to obtain the phase diagram of our model in
the main text, we measure different physical observ-
ables in DQMC simulations, and analyze their behav-
ior. Besides the main results presented in the main text,

here we give a detailed description of the rest of them.

A. Pairing susceptibility and superfluid density.
Superconductivity is expected to be enhanced near

the QCP [5–7], but the detailed competition of the
pseudogap, nFL and superconductivity in our system
still needs to be revealed with different physical ob-
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Supplementary Figure 1. Comparision of different pair-
ing channels versus U . Pairing susceptibility of various
pairing channels versus U of β = 16 of system size L = 12.
The green line corresponds to the orbital-singlet, spin-triplet
channel, which is the putative dominant channel. When
U gets larger and approaches superconducting region, only
Cos,st0 enhances remarkablely.

servables.
As for the pairing, considering that the interaction

is on-site and layer and spin symmetric, we com-
pute a number of different on-site channels and find
the strongest one occurs in the s-wave channel with
orbital-singlet and spin-triplet Cos,st0, with the order
parameter

∆(r) = Cos,st0 =
1√
2

(ĉr1↑ĉr2↓ + ĉr1↓ĉr2↑) (17)

where 1,2 are layer indices. The detailed definition of
the various pairing channels is listed in Supplementary
Table 1. Note x̂, ŷ represent unit vector along positive
x, y direction. fns,is(δl) = 1, for δl = x̂, ŷ and −1, for
δl = −x̂,−ŷ. fnp,is(δl) = 1, for δl = x̂, and −1 for
δl = −x̂.

We construct the pairing susceptibility defined as,

Ps =
1

L2

∫ β

0

∑
i

(∆†(ri, τ)∆(0, 0)). (18)

Ps captures the dynamic pair-pair correlation, which
increases as temperature goes down. We show the
results for all pairing channels and find no response
therein in Supplementary Figure 1 and Figure 2 for
other channels, except Cos,st0. Since the SC pair has
quasi-long-range order below Tc(TKT), Ps will exhibit
scaling behavior with system size as Ps = L2−ηf(L ·
exp(− A

(T−Tc)1/2 )) as T approches Tc from above, and
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Supplementary Figure 2. Comparision of different pair-
ing channels versus T . Pairing susceptibility various pair-
ing channels versus T of U = 6.0 of system size L = 12.
The green line corresponds to the orbital-singlet, spin-triplet
channel, which is the putative dominant channel. When T
gets lower and enters superconducting region, onlyCos,st0 en-
hances remarkablely.

thus at Ps ∝ L2−η with ηKT = 1/4 at the transition at
the thermodynamic limit [8–10]. We show the evo-
lution pairing susceptibility of various pairing chan-
nels approaching QCP in Supplementary Figure 1 and
Figure 2, from which one reads only s-wave orbital-
singlet and spin-triplet channel plays the crucial role of
superconductivity.

Further supporting evidence for the establishment of
quasi-long-range order of s-wave pairing is the super-
fluid density ρs. ρs describes tendency towards pairing,
and is regarded as a measure of the ratio of supercon-
ducting electron density over compared to all the itin-
erant electrons [11, 12]. The method to calculate ρs is
derived from the linear response to an external mag-
netic field. Adding a vector potential Ax(ri, t) with
harmonic frequency ω to the bond of the free fermion
system and expanding to second order, one can deduce
that the total induced current density Jx(q, ω) is,

〈Jx(q, ω)〉 = − [〈−kx〉 − Λxx(q, ω)]Ax(q, ω) (19)

where kx is the kinetic energy density. Λxx(q, ω) is
the current-current correlation function, which is asso-
ciated with the paramagnetic current density jσx (ri, τ),

Λxx(q) =
1

4

∑
iσσ′

∫ β

0

dτe−iqri〈jσx (ri, τ)jσ
′

x (0, 0)〉

(20)
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where jσx (ri, τ) is defined as,

jσx (ri, τ)

= it1
∑
λ,σ

(
ĉ†i,λσ(τ)ĉi+x̂,λσ(τ)− ĉ†i,λσ(τ)ĉi−x̂,λσ(τ)

)
+ it2

∑
λ,σ

(
ĉ†i,λσ(τ)ĉi+x̂+ŷ,λσ(τ)− ĉ†i,λσ(τ)ĉi−x̂+ŷ,λσ(τ)

)
+ it2

∑
λ,σ

(
ĉ†i,λσ(τ)ĉi+x̂−ŷ,λσ(τ)− ĉ†i,λσ(τ)ĉi−x̂−ŷ,λσ(τ)

)
(21)

The criteria of superconductivity comes from the
Meissner effect that if the current density response of
a superconductor in a static, ω = 0, long wavelength
qy = 0, the London equation is given by,

Jx(qy) = −ρsAx(qy) (22)

where, ρs is the superfluid density to be calculated.
The response is always transverse such that one can
take the different order of the long wavelength trans-
verse and longitudinal limit and obtain,

ρs = 〈−kx〉 − Λxx(qx = 0, qy → 0, iω = 0)

0 = 〈−kx〉 − Λxx(qx → 0, qy = 0, iω = 0)
(23)

which means ρs can be calculated from the current-
current correlation function. In the thermodynamic
limit, one expects that ρs has a universal jump at the
transition point, which according to the renormaliza-
tion theory of the BKT phase transition [13] is ρs =
2Tρ
π . We thus obtain Tρ by plotting ρs(T ), and look-

ing for the crossing of ρs with 2T
π . It is also noted

that in the correlated electron systems, such crossing
temperature actually tends to overestimate the Tc com-
pared with that obtained from the pairing susceptibil-
ity [8, 9], we have also confirmed such behavior in our
simulation.
B. Bosonic susceptibilities.

In the DQMC, we compute the dynamic bosonic
susceptibility

χ (h, T,q, ωn) =
1

L2

∫
dτ
∑
ij

eiωnτ−iqrij 〈θi(τ)θj(0)〉.

(24)
For the bare rotor model, the behavior of dynamic sus-
ceptibility has the standard form,

χ0(q, ωn) =
1

ω2
n + q2 + ξ−2

c
, (25)

where ξc is the correlation length of bosonic field,
which diverges at the critical point (in the lattice simu-
lation such divergence is parameterized by the inverse

distance towards the QCP in terms of the control pa-
rameter of the transition such as U−Uc). When taking
q = 0, ωn = 0, the dynamic susceptibility goes back to
the uniform static susceptibility χ, which only depends
on temperature and tuning parameter U . Our results of
the uniform static susceptibility of the coupled system
can not be captured by generic the Curie-Weiss form in
Supplementary Equation (25). Non-monotonous be-
haviour versus temperature is observed with fixing U
and reducing T in a wide parameter range in the phase
diagram (for example, as will be discussed in Supple-
mentary Figure 4). This is the interesting fact that the
coupling has altered the nature of the scaling in QCP
and in our case such behavior serves as a signature of
substantial superconducting fluctuations.

As shown in the Fig. 4 in the main text, the
ωn-dependence dynamic susceptibility follows a non-
conserved bosonic order rule [14], and displays contin-
uous behavior at ωn = 0, from which the novel quan-
tum critical scaling behavior of our system is fully re-
vealed. In the DQMC simulations, we also explore q-
dependence and show the results in the following sec-
tion.

Supplementary Note 3: Pseudogap, superconduc-
tivity and the representative scans in the phase
diagram.

A. Scan at the maximum Tc.
We start with the scan at U = 6 as a function of re-

ducing temperature. In Fig. 2a in the main text, N(ω)
is presented at various temperatures. It is clear that
there emerges a pseudogap at the temperature T =
0.1 (β = 10), and as the temperature is further re-
duced, the pseudogap steadily widens, and at the tem-
perature of T = 0.05 (β = 20), the full gap opens in
the single-particle spectrum.

These two temperature/energy scales of the pseudo-
gap region, are consistent with that in other physical
observables. Supplementary Figure 3 shows ρs(T )
along the same scan, and one sees that the crossing
temperature for larger system sizes are at the onset of
the pseudogap temperature T = 0.1. Supplementary
Figure 4 shows the uniform static susceptibility, and
one observes a clear suppression of χ, i.e. the devia-
tion from the Curie-Weiss behavior is due to the onset
of superconducting fluctuations, at the same tempera-
ture scale of T = 0.1. As the pseudogap spectra gradu-
ally evolve into a full gap when temperature is decreas-
ing, the superconducting fluctuation becomes stronger,
and eventually renders the system into the quasi-long-
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Supplementary Figure 3. Superfluid density at the maxi-
mum Tc. Superfluid density ρs versus temperature at U = 6
for system sizes L = 12, 14, 16, 18. The onset temperature
of SC fluctuation Tρ is approximated by the crossover tem-
perature for curve of ρs(L → ∞) and linear function with
slope 2

π
. For L = 12, 14, such temperature is at the scale of

T ∼ 0.1, consistent with the onset of pseudogap in Fig. 2a
in main text.
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Supplementary Figure 4. Bosonic static susceptibility
at the maximum Tc. Bosonic static susceptibility χ(q =
0, ω = 0) versus temperature at U = 6 for system sizes
L = 6, 8, 10, 12, 14. Considering finite size effect, the
nonmonotonous behavior of χ(T ) depicts a crossover of
two phase, whose transition temperature is approxiametly at
T = 0.09.

range order of the s-wave pairing state. This can be
seen in Fig. 2b in the main text, where the data col-
lapse of the pairing susceptibility Ps using KT phase
transition critical characters for different system sizes
are presented. One sees that at the temperature scale
Tc ≈ 0.05, a power-law divergence of Ps is estab-
lished. These criteria, together with the results from
DOS and ωn-dependence bosonic dynamic suscepti-
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Supplementary Figure 5. Dynamic bosonic susceptibil-
ity at the maximum Tc. Dynamic bosonic susceptibility
χ(|q|, ω = 0) at U = 6 with T = 0.1 (β = 10) for sys-
tem sizes L = 12, 14, 16, 18. The solid line is a guide to the
eye of χ(|q|) ∼ 1/|q|2. One sees that the power-law nicely
captures the scaling behavior of data.
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Supplementary Figure 6. Rescaled bosonic static suscep-
tibility at the re-entry regime. Rescaled bosonic static sus-
ceptibility at U = 5.9 versus temperature for system sizes
L = 12, 14, 16, 18. Quasi-long-range order is expected to
exist at the temperature where the rescaled susceptibility in-
creases with system size, otherwise, in the disorder phase.

bility, reveals two distinct temperature/energy scales of
the fermionic SC properties.

In addition, at U = 6, the momentum dependence
χ(|q|, ω = 0), falls nicely with the power-law of
|q|−2, as shown in Supplementary Figure 5, which is
similar to the bare rotor model in Supplementary Equa-
tion (25).

B. Scans at the re-entry regime.
In this section, we focus at U = 5.9, where the

re-entry phenomenon is detected from the boundary
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Supplementary Figure 7. Bosonic static susceptibility at
the re-entry regime. Bosonic static susceptibility χ(q =
0, ω = 0) versus temperature at U = 5.9 for system
sizes L = 6, 8, 10, 12, 14. Considering finite size effect,
the nonmonotonous behavior of χ(T ) depicts a crossover of
two phase, whose transition temperature is approxiametly at
T = 0.09.

of KT phase transition. We analyze the data in the
KT phase at smaller U versus T near the QCP. We
first use the scaling of the uniform bosonic suscep-
tibility to determine the UKT as χ(U) = L2−ηf(L ·
exp(− A

(U−UKT)1/2 ) at fixed T with η = 1/4. It is ex-

pected that if one scales χL−7/4, the curves of differ-
ent system sizes will cross at the UKT and this is in-
deed what we saw in Supplementary Figure 6. Here
we fix U = 5.9 and show the uniform susceptibility
with different temperature. The KT scaling of the uni-
form susceptibility manifests, signifying the establish
of the quasi-long-range order of the ferromagnetic ro-
tor degrees of freedom. At T & 0.1 and T . 0.08, the
system is obviously located in the disordered phase. At
intermediate temperatures at β = 11, 12 as calculated,
there is clear evidence of forming quasi-long-range or-
der. Therefore, as a function of temperature, the sys-
tem undergoes two KT phase transitions, i.e., shows
the re-entry phenomenon.

Furthermore, the uniform susceptibility also mani-
fests the bending behavior along the temperature axis
at β = 12 shown in Supplementary Figure 7.

C. Scans at ferromagnetic phase.
When U is decreased from the QCP to smaller val-

ues, the ferromagnetic properties of the bosonic part
gradually increase. The pseudogap phase is strongly
suppressed, and the crossover temperature drops to the
temperature lower than we could explore. Similar to
previous method, this can be seen from the bosonic
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Supplementary Figure 8. Bosonic static susceptibility at
ferromagnetic phase. Bosonic static susceptibility χ(q =
0, ω = 0) versus temperature at U = 5.5 for system sizes
L = 6, 8, 10, 12, 14. The nonmonotonous behavior of χ(T )
is not observerd at the lowest temperature T = 0.05 cal-
culated, indicating the pseudogap crossover temperature is
lower than that.

static susceptibility. Supplementary Figure 8 shows
that at U = 5.5, the crossover temperature is lower
than T = 0.05. Thus we think the pseudogap phase
disappears quickly at small U in the ferromagnetic
regime, as shown in the phase diagram in the main text.

D. Scans in the disordered phase.
The pseudogap phase found in the vicinity of QCP

extends to the disordered phase at larger U . Here we
present a temperature scan at U = 8 with N(ω) at
different temperatures. The behavior in Supplemen-
tary Figure 9 is similar with that in Fig. 2a in the
main text, only that the onset of pseudogap now hap-
pens at slightly lower temperature of T ∼ 0.08. How-
ever, the superconducting phase is clearly happening
at a much lower temperature compared with that in
QCP. For here even with β = 24 the full gap is still
not opened, in sharp constrast with the corresponding
curve in phase diagram in the main text. Thus we think
the SC phase domed at QCP does not extend as much
as the pseudogap phase at large U , as shown in the
phase diagram in the main text.

E. Scans for the diamagnetic fluctuations.
Many experiments have observed the strong dia-

magnetic susceptibilities accompanying with pseudo-
gap region. In the lattice model, the diamagnetic fluc-
tuations corresponding to the Meissner effect are iden-
tified by measuring the superfluid density ρs [15, 16].
This quantity parametrizes the rigidity of the phase
of the superconducting order parameter, which natu-
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Supplementary Figure 9. Local DOS in the disordered
phase. Local DOSN(ω) for various temperature atU = 8.0
with L = 12. The onset temperature of pseudogap phase is
approxiametly at T = 0.08. While at the lowest temperature
at T = 0.04, N(ω = 0) is still far from 0, indicating the SC
phase boundary is far less than T = 0.04.
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s = 0
Pseudogap
L=12
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Supplementary Figure 10. Superfluid density demon-
strating diamagnetic fluctuation. Superfluid density ρs

versus temperature at U = 6 for system size L = 12, 14,
16, 18. The grey area corresponds to the pseudogap region
for fixing U . The red line denotes ρs = 0, determining the
crossover point for Tdia, where the finite size effect is negli-
gible. Tdia ≈ 0.12 for U = 6.0.

rally leads to measuring the capacity of the supercon-
ductor to expel electromagnetic fields. We regard the
value of ρs goes from negative to positive as changing
from paramagnetism to diamagnetism, and the curve
consisting of such crossover points is identified as
Tdia [15, 16]. Specifically, this behavior is observed by
fixing the tuning parameter U , and scanning the tem-
perature in Supplementary Figure 3. Here, we put the
same data set as that in Supplementary Figure 10, but

5.0 5.5 6.0 6.5 7.0 7.5 8.0
U

0.00

0.05

0.10

0.15

0.20

0.25

0.30

s

Pseudogap
L=12

Supplementary Figure 11. Superfluid density demon-
strating diamagnetic fluctuation. Superfluid density ρs

versus U at inverse temperature β = 6 for system size
L = 8, 10, 12. The grey area corresponds to the pseudo-
gap region for fixing temperature. ρs is significantly larger
than 0 in the whole pseudogap region, denoting the strong
diamagnetic fluctuation.
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1/121/141/161/20
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Supplementary Figure 12. Boundary of the diamagnetic
fluctuation in the phase diagram. Phase diagram same as
which in Fig. 1b in the main text. Other unconcerned re-
gions and boundaries are colored by grey, except the bound-
ary of TPG, colored by orange. The boundary of Tdia is shown
by red. The points on the boundary is determined by the
crossover method mentioned above, with fixed U or temper-
ature. The onset temperature of diamagnetism is obviously
higher than the onset of pseudogap.

just reset the range of the y-axis to show the crossover
with x-axis more clearly. The putative pseudogap re-
gion at U = 6 is colored by grey, in which one can see
the strong diamagnetic fluctuations, even extrapolating
to infinite system size. The pseudogap region is totally
under by the Tdia.

Besides, we fix the inverse temperature β = 16,
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which is above the maximum of Tc, and draw ρs versus
U in Supplementary Figure 11. The putative pseudo-
gap region is also colored by grey. One can see ρs is
large enough denoting the existing diamagnetic fluctu-
ations before onset of true SC. Furthermore, we draw
a boundary in the phase diagram representing the on-
set of diamagnetic fluctuations where ρs changes sign,
marked Tdia in Supplementary Figure 12 below. The
boundary of Tdia covers the whole pseudogap region,
and has the similar characters as TPG.

Supplementary Note 4: Theoretical analysis.

A. Modified Eliashberg theory.
We analyzed the QMC data for fermionic and

bosonic response using the modified Eliashberg theory
(mET), which is a low energy effective dynamical the-
ory for itinerant fermions near a QCP at finite tempera-
tures. Within this theory, one obtains and solves the set
of self-consistent equations for fermionic self-energy
Σ(k, ωn) ≈ Σ(ωm) and bosonic propagator Π(q,Ωn),
related to fermionic Green’s function G(k, ωn) and
bosonic susceptibility χ(q,Ωn) as

G−1(k, ωn) = iωn − εk + iΣ(k, ωn), (26)

χ−1(q,Ωn) = χ−1
0

(
r(T ) + q2 + c2Ω2

n + Π(q,Ωn)
)
.

(27)

The input parameters for mET are

kF, vF, c, χ(T ) =
χ0

r(T )
, ḡ. (28)

These are, respectively, the fermionic Fermi vector,
Fermi velocity, bosonic velocity, static bosonic suscep-
tibility, and the effective static boson-fermion vertex.
At a QCP, r(T ) → 0. At the bare level, ḡ = K2χ0,
see Eq. (1) in the main text, but it get substantially
renormalized by fermions with energies of order of
the bandwidth, and we treat ḡ as a fitting parameter.
The details of mET approach have been discussed in
Refs. [17, 18], and we refer an interested reader to
those works for details.

The fermionic self energy consists of a thermal con-
tribution ΣT(ωn) and quantum contribution ΣQ(ωn),

Σ(ωn) = ΣT(ωn) + ΣQ(ωn). (29)

The thermal contribution is a solution of a self-
consistent equation,

ΣT(ωn) =
ḡT

π

S (An) ,

|ωn + ΣT(ωn)|
(30)

where (for n ≥ 0), An =
vF

√
r(T )

|ωn+ΣT(ωn)| and S(x) =

cosh−1(1/x)√
1−x2

. The quantum contribution is

ΣQ(ωn) =
ḡT

π

∑
m 6=n

T (Am,Bmn)

|ωm + ΣT(ωm)|
, (31)

where Bmn = (ḡkFvF|ωn−ωm|/π)1/3

|ωm+ΣT(ωm)| and

T (x, y) =

∫ ∞
0

z2dz√
z2 + 1(z3 + zx2 + y3)

. (32)

The expressions are cumbersome, but allows one to
straightforwardly compute ΣT and ΣQ numerically.
The outcome of the computations is the following. At
T → 0, ΣT vanishes and ΣQ ∝ ω

2/3
m , leading to the

well-known nFL fermionic behavior and z = 3 dy-
namical scaling. At a finite T , there exists a wide
range of temperatures, where the variations of ΣT and
ΣQ with ωn nearly compensate one another, leading
to a fairly flat total self energy Σ(ωm). Roughly, this
happens because ΣT (ΣQ) are decreasing (increasing)
functions of ωn.

The bosonic self-energy has the form,

Π(q,Ωn) =
2ḡTkF

vF
×

−1∑
m=−n

1√
(Ωn + |Σ(ωn+m)|+ |Σ(ωm)|)2 + v2

Fq
2

(33)

For vFq � ωn,Σ, and at low T , Π ∝ Ωn/(vFq) has
the form of a canonical Landau damping of the bosons.
This gives rise to z = 3 scaling. However, at q = 0
and at a small but finite Ωn,

Π ∝ Ωn
ΣT(ω0)

, (34)

and the scaling changes to z = 2.
Supplementary Equation (33) is justified for

small/moderate frequencies. At larger Ωn, vertex cor-
rections play a role [14, 19, 20]. In the cases when
a boson represents a conserved quantity, vertex cor-
rections remove the dependence of Π(q,Ω) on the
self-energy, as required by the Ward identity. How-
ever, in almost all QMC simulations to date, the bo-
son is not a conserved quantity, and therefore the ef-
fect of vertex corrections must be computed in case-
by-case basis. The results are that for an Ising spin,
ladder vertex corrections are strong, and the dressed



11

fermionic n

Σ(ωn)

1 2 3 4 5

0.2

0.4

0.6

0.8

bosonic n

Π(q  0, Ωn)

1 2 3 4 5

0.5

1.0

1.5

2.0

2.5

Supplementary Figure 13. Comparison of QMC data with MET predictions. (a) The fermionic self energy along the FS
diagonal for U = 6, T = 0.1. The black circles are QMC data, and the blue squares are the theoretical prediction. (b) The
bosonic self energy (for q = 0).

Π(q,Ω) ∝ Ωn/
√

Ω2
n + v2

Fq
2, obeys an “effective”

Ward identity. Any violation of this identity must arise
from additional diagrams, e.g. Aslamasov-Larkin dia-
grams, which are expected to be weak. For an SU(2)
spin, vertex corrections are also strong, but do not can-
cel out the dependence of Π on Σ. In this situation,
Eq. (33) is good only for order of magnitude estimates
for Ωn & vFq. The case of an SO(2) spin, which we
have in our simulations, is much better in this regard
because ladder vertex corrections actually vanish. In
this situation, corrections to Supplementary Equation
(33) only come from non-ladder diagrams. These are
normally quite small diagrams, so we expect Supple-
mentary Equation (33) to be a fairly decent approxi-
mation.

B. Data Analysis.
Since MET is valid in the vicinity of a QCP, we

picked data for U = 6 to perform the analysis. This
is because it is near the critical U = 5.9, but the
reentrance effect, shown in Fig. 1 in the main text, is
weaker there. Nevertheless, the system develops both
a PG and magnetic order for low T . This poses several
constraints. First, we are limited to T > 0.1 to avoid a
significant pseudogap. This means that there are very
few data points that are valid for a low-energy the-
ory. We picked as a cutoff in frequency ωF = kFvF/2,
and as a cutoff in momentum qF = v−1

F , which leaves
about 5 Matsubara frequencies within our window at
T = 0.1. Second, the presence of even a small Zeeman
gap distorts the self energy such that the self-energy
obeys

ΣFM = Σ(ωn) +
∆2

FM

ωn
(35)

where Σ(ωn) appears in Supplementary Equation (29).
In terms of the inputs to our theory, Supplementary
Equation (28), kF, vF, χ0, r(T ) were obtained from the
band structure and from the QMC data for the bosonic
propagator. Unfortunately, we were not able to extract
c reliably from the data, and so in our calculations we
set c = 0 for simplicity (we checked that varying c
doesn’t qualitatively change our results). We then fit
the fermionic self energy at the FS to Supplementary
Equation (35), using ∆FM and ḡ as fitting parameters.
We present the data for ΣFM along the BZ diagonal in
Supplementary Figure 13(a), showing excellent agree-
ment with the data. The fit parameters were

∆FM = 0.34± 0.01, ḡ = 6.3± 0.2. (36)

∆FM is on order of an inverse lattice vector π/L,L =
12, consistent with the splitting seen in e.g. Fig. 3(b) in
the main text. ḡ is a bit higher than the bare ḡ0 = 4.2
obtained from the model parameters, and represents
about a 20% increase in the interaction vertex K, con-
sistent with previous QMC at strong coupling. We
expect the coupling in Supplementary Equation (36)
to be somewhat over-estimated because we neglected
c > 0 effects. We checked our fits by comparing the
theoretical and QMC bosonic self-energy. We present
the comparison in Supplementary Figure 13(b), which
shows a fairly good agreement. The quantitative dis-
crepancies are not surprising, both because of the Zee-
man gap and due to the issues discussed above and in
the background section. For our purposes, it is enough
that the theory correctly predicts the deviation from
z = 3 scaling, and that the slope of the theoretical
and QMC data are comparable, confirming that our es-
timate of ḡ is reasonable.
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To confirm that the onset of the pseudogap in our
simulations is consistent with theoretical predictions,
we computed TPG within the γ−model (see Ref. [21]
and references within). To facilitate comparison with
previous works, we supply here the conversion be-
tween the coupling ḡ in our model, and the effective

coupling ḡγ in the γ−model. It is,

ḡγ =
1

2π2

ḡ2

kFvF

(
2

3
√

3

)3

. (37)

Our model corresponds to a γ = 1/3 model, for
which TPG = 4.4ḡγ . Using the extracted ḡ from
Supplementary Equation (36) we find TPG = 0.08,
which is in good agreement with the measurement of
TPG ∼ 0.1.
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