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Definition of Key Terms and CTA Factors 
Supplementary Table 2 provides a definition of the key factors that influence CTA 
adoption, which we elicited from the 13 included articles. 
 
Supplementary Table 2. Definitions of factors of CTA adoption. T: Technology 
related, H: Health related, SD: Social Distancing. 

Factor Definition 
Perceived risk (T) It is the subjective assessment of the vulnerability to a 

technological threat (e.g., a data breach) and the probability of 
being harmed to a certain extent. It is made up of three 
dimensions: perceived vulnerability, perceived likelihood and 
perceived severity (1). 

Perceived 
vulnerability (T) 

It is the subjective assessment of one’s vulnerability to a 
technological threat. 

Perceived likelihood 
(T) 

It is the subjective assessment of the probability of being harmed 
by a technological threat. 

Perceived 
susceptibility (T) 

It is the subjective assessment of one’s vulnerability and likelihood 
to be harmed by a technological threat. It is made up of two 
dimensions: perceived vulnerability and perceived likelihood. 

Perceived severity 
(T) 

It is the subjective assessment of the extent of the harm caused by 
a technological threat. 

Perceived risk (H) It is the subjective assessment of the vulnerability to a health 
condition (e.g., a disease) and the probability of being harmed to a 
certain extent. It is made up of three dimensions: perceived 
vulnerability, perceived likelihood and perceived severity (1). 

Perceived 
vulnerability (H) 

It is the subjective assessment of one’s vulnerability to a health 
condition. 

Perceived 
likelihood (H) 

It is the subjective assessment of the probability of being harmed 
by a health condition. 

Perceived 
susceptibility (H) 

It is the subjective assessment of one’s vulnerability and likelihood 
to be harmed by a health condition. It is made up of two 
dimensions: perceived vulnerability and perceived likelihood. 

Perceived severity 
(H) 

It is the subjective assessment of the extent of the harm caused by 
a health condition. 

Coronavirus 
(infection) anxiety 

It is the worry about and/or fear of a COVID-19 infection. 

Perceived 
usefulness 

The degree to which a user believes using a CTA will help curb the 
spread of the coronavirus (2). It is also known perceived benefit 
(or benefit appeal (3)) and a determinant of behavior in the Health 
Belief Model (HBM) (4) (5). 

Personal benefit It is the personal benefit a user derives from using a CTA, e.g., 
protection of personal health (3). 



Social benefit It is the benefit the society or public derives from a user’s using a 
CTA, e.g., protection of public health (3). People who want to use 
the app partly or wholly due its social benefit are described as 
prosocial.  

Self-Social benefit It is the benefit the individual and society derive from a user’s 
using a CTA, e.g., protection of personal and public health (3). 

Prosocialness  It is the tendency to carry out voluntary behaviors and/or actions 
to help or benefit other people than self. Although it is related to 
altruism, prosocialness refers to the activities carried out to help 
and support others, while altruism is the motivation to help other 
people out of pure regard for their need (6). 

Perceived ease of 
use 

The degree to which a user believes using a CTA will be free of 
effort and difficulty (2). 

Privacy self-efficacy An individual’s judgment and confidence in themselves to manage 
privacy issues (7). 

Perceived 
compatibility 

It is the belief that one has the necessary resources and knowledge 
to use a new app, e.g., because it is consistent with previous ones 
(8). 

Privacy design It is the design of CTAs to reduce privacy concerns, e.g., 
implementing Bluetooth rather than GPS tracing, decentralized 
rather than centralized processing of data, restricted rather than 
extended data usage, etc. (3). 

Convenience design It is the design of CTAs to reduce privacy concerns, e.g., 
implementing low rather than high battery depletion, automatic 
rather than regular manual updates etc. (3).  

Innovativeness It is the tendency to be one of the first to adopt new technologies 
at inception and inform/advise others about them (8). 

Technical concern Technical issues that may be a barrier to the adoption of CTAs, e.g., 
non-ownership of smartphones, low phone storage space, etc. 
(9)(10). 

Attitude towards 
CTA 

It is an individual’s thinking or feeling about CTAs which can 
influence their installing and/or using them (7)(11)(12). 

Subjective norm The beliefs of an individual’s significant others (e.g., friend, family, 
etc.) regarding the individual’s adopting of CTAs (7). 

SD self-efficacy It is the belief in one’s ability to social distance in public spaces 
(13). 

SD response efficacy It is the belief in the effectiveness of social distancing behavior in 
public spaces, e.g., protecting individuals from COVID-19 (13). 

SD response cost It is the cost (e.g., the exhaustive nature) of maintaining social 
distance in public spaces (13). 

Perceived trust in 
others’ SDB 

It is the belief that other people will social distance as well (13).  

Perceived social 
safety  

It is the belief that one is safe from COVID-19 infection in large 
groups (14). 

 
 
 



Clarification of Perceived Risk and its Dimensions 
The constructs (perceived risk, perceived susceptibility, perceived vulnerability, and 
perceived severity) are often confused in the literature on health and technological 
systems and even used interchangeably sometimes. For example, Mimiaga et al. (15) 
defined perceived susceptibility as “perceive[d] vulnerability to [a] specific disease [or 
threat]” (15). This means that perceived susceptibility is deemed the same as 
perceived vulnerability by Mimiaga et al. Moreover, Sharma et al. (7) in the current 
review stated, “Perceived vulnerability is an individual’s evaluation of possibly 
encountering a threat. An individual’s perception of the negative consequences of 
sharing personal information is described as vulnerability” (p. 4). The first sentence in 
Sharma et al.’s explanation of perceived vulnerability focuses on the likelihood or 
possibility of encountering a threat, while the second sentence focuses on the 
consequence of the threat. It is noteworthy that Sharma’s explanation of perceived 
vulnerability is similar to Molina’s definition of perceived risk: “evaluations of the 
probability as well as the consequences of an uncertain outcome” (p. 1690). The 
similarity in Sharma et al.’s explanation of perceived vulnerability and Molina’s 
definition of perceived risk is an indication of poor understanding of perceived risk 
and its dimensions.  

Secondly, Sharma et al. (7) defined perceived severity as “the negative 
consequences perceived by individuals as a result of security threats” (p. 3) instead of 
“the extent to which the negative consequences are perceived by the individual.” Rather 
than capturing the severity of the negative consequences of using technology, Sharma 
et al.’s definition of perceived severity focuses on the negative consequences only, 
which is similar to their initial explanation of perceived vulnerability: “An individual’s 
perception of the negative consequences of sharing personal information” (p. 4) (7).  
Again, this confusion in definitions and explanations is an indication of poor 
understanding of the dimensions of perceived risks by authors. Similarly, Mimiaga et 
al.’s (15) definition of perceived severity in a question form, “does the individual 
perceive that getting the disease has negative consequences?,” reflects the poor 
understanding of the dimensions of perceived risks and their definitions by auhors in 
the extant the literature. However, unlike their definition, Sharma et al.’s 
operationalization of perceived severity appropriately reflects the term “severity.” 
For example, the first item as shown reads, “If my information privacy is invaded, it 
would be severe;” the second item reads, “If my information privacy is invaded, it would 
be serious;” and the third item reads, “If my information privacy is invaded, it would be 
significant.” Hence, there is a need for a clarification of the definitions of perceived 
risk and its dimensions. 

Although Molina (1) states that perceived risk is composed of three 
dimensions (perceived likelihood, perceived susceptibility, and perceived severity), 
her definition of “perceived risk” does not explicitly cover the severity dimension, 
which she defines as “the extent of harm a hazard would cause.” Moreover, her 
conceptualization of the dimensionality of perceived risk does not explicitly include 
perceived vulnerability, which is often measured in user studies of health and 
technological systems (16)(13) (see Supplementary Table 1). Due to the confusion in 
conceptualizing, defining, and differentiating perceived risk and its dimensions, we 
provide a clarification to make the differentiation of all five constructs (perceived 



risk, perceived likelihood, perceived susceptibility, perceived severity, and perceived 
vulnerability) easier to grasp and operationalize. The differentiation will help health 
and technological system researchers, who employ them in their work, to 
communicate knowledge with a common understanding and usage of the terms. This 
will make the synthesis of findings in systematic reviews such as ours to be easier, as 
all researchers have a common understanding of perceived risk, its dimensions, and 
their operationalization. Particularly, the clarification will prevent inappropriate 
definitions of the risk-related constructs, which may culminate in inappropriate 
operationalization.  

According to the Oxford Lexico dictionary (17), vulnerability is defined as “the 
quality or state of being exposed to the possibility of being attacked or harmed.” 
Moreover, susceptibility is defined as “the state or fact of being likely or liable to be 
influenced or harmed by a particular thing” (18). This definition of susceptibility can 
be paraphrased as “the likelihood of being harmed by a certain threat and/or one’s 
liability to the threat.” Hence, as shown in Supplementary Figure 1, we conceive 
perceived susceptibility as having two dimensions (perceived likelihood and perceived 
vulnerability) and define it accordingly, with “liability” regarded as equivalent to 
“vulnerability” (see Supplementary Table 2). Furthermore, based on Molina’s (1) 
work, we conceived perceived risk as comprising two dimensions (perceived 
susceptibility and perceived severity). Overall, this means perceived risk comprises 
three dimensions altogether: perceived vulnerability, perceived likelihood and 
perceived severity, as propounded by Molina (1). Hence, based on this new 
understanding of perceived risk, we define perceived risk in a broader sense that 
encompasses its three dimensions thus: “the subjective assessment of one’s 
vulnerability to harm and the probability and extent of being harmed.” This conceptual 
framework for delineating the components of perceived risk (Supplementary Figure 
1) is consistent with Malmadal and Roislien’s (19) definition of risk perception, 
which, unlike Molina’s definition, does capture the severity dimension: “the 
judgement that people make about the characteristics and severity of a risk.” The first 
component of Malmadal and Roislien’s definition (“characteristics of a risk”) can be 
regarded as perceived susceptibility (i.e., perceived vulnerability and perceived 
likelihood) in the conceptual framework of perceived risk shown in Supplementary 
Figure 1. 

Hence, in the context of health and technological threats, as shown in 
Supplementary Table 2, perceived risk can be defined as “the subjective assessment of 
the vulnerability to a health condition (technological threat) and the probability and 
extent of being harmed.” In line with this definition of perceived risk illustrated in 
Supplementary Figure 1, we renamed some of the related constructs in the reviewed 
articles appropriately for easy synthesis of the findings of the systematic review. For 
example, we renamed “perceived risk” in Velicia-Martin et al.’s (11) study as 
“perceived susceptibility” in this systematic review because the items 
operationalizing the former construct are only concerned with vulnerability and 
likelihood. For instance, the item, “I feel that we may be vulnerable to COVID-19 
infection,” relates to perceived vulnerability. Moreover, the item, “I think the chances 
of us getting infected with COVID-19 are very high,” relates to perceived likelihood. 
Similarly, we renamed “perceived vulnerability” in Sharma et al.’s (7) study as 



“perceived susceptibility” because the three items operationalizing the former 
construct are concerned with vulnerability and likelihood. For instance, as shown in 
Supplementary Table 3, the item, “My information privacy is at risk of being invaded,” 
relates to perceived vulnerability. Moreover, the items, “it is likely that my information 
privacy will be invaded,” and “it is possible that my information privacy will be invaded,” 
relate to perceived likelihood.  

 

Supplementary Figure 1. A conceptual framework for understanding perceived risk 

and its dimensions in the context of health and technological threats. 

Supplementary Table 3. Example operationalization of the dimensions of perceived 
risk in the context of technological systems that deal with information privacy “*”: 
items that were originally listed as part of perceived vulnerability scale in Sharma et 
al.’s (7) study. 

Dimension Adapted Example Items Operationalizing Dimension 
Perceived 
vulnerability 
(7)(11)(20) 

(1) My information privacy is at risk of being invaded. 

(2) I feel vulnerable to information privacy invasion. 
(3) I feel my information privacy is subject to cyberattacks. 

Perceived 
likelihood (7)(11) 

(1) It is possible that my information privacy will be invaded.* 
(2) It is likely that my information privacy will be invaded.* 
(3) I think the chances of my information privacy being invaded are 
very high. 

Perceived severity 
(7) 

(1) If my information privacy is invaded, it would be severe. 
(2) If my information privacy is invaded, it would be serious. 
(3) If my information privacy is invaded, it would be significant. 

 
Based on the diagrammatic framework shown in Supplementary Figure 1, in 

empirical studies, in addition to testing the reliability of a constructs using metrics 
such as the Cronbach’s alpha and McDonald’s omega  (21)(22),  the construct can be 



said to have been fully measured if it meets two conditions. The first condition is the 
operationalization of the construct encompasses items from all of its dimensions. The 
second condition is that the items that passed the internal consistency reliability test 
encompass items from all of its dimensions. For example, “perceived risk” can be said 
to have been measured if the items touch on its three dimensions (perceived 
vulnerability, perceived likelihood, and perceived severity). Similarly, “perceived 
susceptibility” can be said to have been measured if the items touch on its two 
dimensions (perceived vulnerability and perceived likelihood). Based on this 
guideline, if a researcher measures, say, perceived risk by picking items from the 
three dimensions shown in Supplementary Table 3, and the reliability test turns out 
that only a subset of the items relating to two of the dimensions (e.g., perceived 
vulnerability and perceived likelihood) passed the reliability test, then the researcher 
should report that “perceived susceptibility” and not “perceived risk” was measured. 
However, if the items that passed the test relates to one of the dimensions of 
perceived susceptibility (perceived vulnerability or perceived likelihood) and 
perceived severity, then the research may report that perceived risk was measured 
with the caveat that one of the dimensions of perceived susceptibility or perceived 
risk did not pass the reliability test. 
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