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ARTICLE

Polygenic risk for prostate cancer: Decreasing
relative risk with age but little impact on absolute risk

Daniel J. Schaid,1,* Jason P. Sinnwell,1 Anthony Batzler,1 and Shannon K. McDonnell1
Summary
Polygenic risk scores (PRSs) for a variety of diseases have recently been shown to have relative risks that depend on age, and genetic relative

risks decrease with increasing age. A refined understanding of the age dependency of PRSs for a disease is important for personalized risk

predictions and risk stratification. To further evaluate how the PRS relative risk for prostate cancer depends on age, we refined analyses for a

validated PRS for prostate cancer by using 64,274 prostate cancer cases and 46,432 controls of diverse ancestry (82.8% European, 9.8%

African American, 3.8% Latino, 2.8% Asian, and 0.8% Ghanaian). Our strategy applied a novel weighted proportional hazards model

to case-control data to fully utilize age to refine how the relative risk decreased with age. We found significantly greater relative risks

for younger men (age 30–55 years) compared with older men (70–88 years) for both relative risk per standard deviation of the PRS and

dichotomized according to the upper 90th percentile of the PRS distribution. For the largest European ancestral group that could provide

reliable resolution, the log-relative risk decreased approximately linearly from age 50 to age 75. Despite strong evidence of age-dependent

genetic relative risk, our results suggest that absolute risk predictions differed little from predictions that assumed a constant relative risk

over ages, from short-term to long-term predictions, simplifying implementation of risk discussions into clinical practice.
Introduction

Polygenic risk scores (PRSs), also called genomic risk scores,

provide a single measure of a large number of genetic var-

iants associated with common diseases and have potential

to improve personalized medical care and public health by

informing subjects of their future risk of developing dis-

ease. Because common diseases increase with age with

increasing impact of lifetime exposures, it is critical to eval-

uate whether the association of a PRS with disease changes

with age and the practical implications of ignoring age-

dependent risks. As stressed by others,1 understanding

the age dependency of PRSs for a disease is important not

only for personalized medical care and population health

but also to improve understanding of disease etiology.

A PRS for an individual is a weighted sum over the doses

of selected risk variants, on the order of hundreds to mil-

lions of genetic variants,2 and so creation of a PRS depends

on which variants are chosen and how weights are as-

signed. A variety of methods to create a PRS have been

developed,3–13 many of which result in a large number of

selected variants. The purpose of this report is to propose

a strategy to evaluate a PRS for clinical risk predictions by

determining whether the relative risk for a PRS depends

on age and whether age-dependent relative risks have prac-

tical implications. Our empirical evaluations are based on a

PRS for prostate cancer that was developed on a large num-

ber of men of diverse ancestry and has been replicated.

Hence, our starting point is based on a chosen PRS and

not development of a new PRS.

Conti et al.14 developed a PRS for prostate cancer based

on a multi-ancestry meta-analysis of genome-wide associa-
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tion summary statistics from a total of 107,247 cases and

127,006 controls with European, African, East Asian, and

Hispanic ancestries. They discovered a total of 269 variants

associated with prostate cancer risk and constructed a PRS

by using multi-ancestry weights. Although 269 variants

might seem like a small number for a PRS, these variants

were selected on the basis of stepwise selection to deter-

mine independent associations within each genomic re-

gion as well as fine-mapping with joint analysis of

marginal summary statistics (JAM)15 to determine popula-

tion-specific variants that were independently associated

with prostate cancer. This PRS was validated in an indepen-

dent study of 13,628 US men.16

Conti et al.14 found that men with prostate cancer in the

top 10% of the PRS distribution were diagnosed 2.84 years

younger than men in the bottom 10% of the distribution.

Others have also reported that larger values of PRS based

on 110 genetic variants were associated with younger age

of prostate cancer diagnosis forwhitemen.17 These observa-

tions raise concerns regarding whether statistical models to

predict prostate cancer should allow for PRS relative risks to

dependonage.Acomplication is that even if the relative risk

for a PRS is constant over all ages, the menwith highest risk

will succumb to disease at earlier ages, resulting in observa-

tions thatmenwith larger valuesofPRS tend tobediagnosed

at younger ages. See supplemental information for theoret-

ical derivations and Figure S1 for numerical illustration.

Hence, because odds ratios and relative risks are used to pre-

dict future risk of disease, it is important to evaluatewhether

these risk parameters change with age. Nonetheless, Conti

et al.14 found that among men of European ancestry, those

with PRSs in the top decile of the PRS distribution had an
SA
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odds ratio of 6.71 (95% CI, 5.99–7.52), compared with PRSs

in the 40th–60th percentile, for men aged %55 years in

contrast to a smaller odds ratio of 4.39 (95% CI, 4.19–4.60)

for men older than 55 years.

The observation of weakening association of PRS with

disease risk as age increases has been observed for breast

cancer18 and for cardiovascular disease, particularly when

many non-genetic risk factors are known to have effects

at older ages.19 Furthermore, by a study of genetic relative

risk for 24 common diseases within the British ancestry

subset of the UK Biobank, Jiang20 found evidence for age-

varying relative risk for hypertension, skin cancer, athero-

sclerotic heart disease, hypothyroidism, and calculus of

gallbladder. The predominant pattern was genetic risk

largest at younger ages, and relative risk decreased as age

increased. Because risk due to a PRS can change with age,

it is important to understand the full impact of age on

risk predictions, including future absolute risk of disease,

conditional on current age and PRS.

In addition to the influence of age, it is critical to consider

the influence of ancestry. Large genome-wide association

studies (GWASs) are needed to determine themost relevant

genetic variants and their weights, and many GWASs have

focused on European ancestry.21 The work by Conti

et al.14 attempted to overcome this limitation by gathering

as much GWAS summary statistics as possible across

different ancestries. They found that the distribution of

PRSs varied across different ancestral populations, even

for controls. This is expected when allele frequencies of

the variants in the PRSs differ across different populations.

It can be shown that the distribution of the PRSs in controls

is a normal distribution with mean m and variance s2 that

both depend on the allele frequencies and the PRS

weights.18 Furthermore, if the risk of disease is due to a large

number of alleles of small effect, combining multiplica-

tively, the distribution among cases is also a normal distri-

bution with the same variance as for controls, but with a

mean among cases that is approximately mþ s2, illustrating

that the distribution among cases is shifted to larger values.

Because of these theoretical expectations and empirical

data that support these expectations, it is critical to account

for not only the association of PRSs with prostate cancer in

different populations but also the difference in distribution

of PRSs across different populations.

In summary, multiple factors complicate the modeling

of the effect of PRSs on prostate cancer risk: the population

distribution of PRSs, which depends on ancestry; the influ-

ence of PRSs on prostate cancer risk, which depends on

age; and family history of prostate cancer, which can be

confounded with age of diagnosis. Men with a family his-

tory of prostate cancer tend to have a younger age of diag-

nosis,17 and a younger age of diagnosis has been reported

when a close relative had prostate cancer.22,23 In this

report, we refined the analyses reported by Conti et al. by

a more extensive evaluation of age, beyond the dichotomy

of% 55 years versus>55 years, and adjusting for the differ-

ences in distribution of PRSs across different ancestries.
The Ame
Furthermore, we evaluated the role of family history in

addition to effects of age. Finally, following the recommen-

dation to convey absolute risks to lay people in order to

simplify interpretation of personal risks,24,25 we evaluated

the impact of a PRS relative risk changing over ages on pre-

dicting the future absolute risk of prostate cancer.
Material and methods

Studies
Prostate cancer case-control GWASs were obtained from dbGaP af-

ter approval of project request # 25202 ‘‘Development and Testing

of Polygenic Risk Scores for Prostate Cancer.’’ All data were de-

identified, and by dbGaP policy, no review by an institutional

review board was necessary. The seven case-controls studies are

illustrated in Table S1 and described detail in the supplemental in-

formation. Advantages of these studies are their large size and

diverse ancestry. Note that some of the studies were used to

develop the PRS by Conti et al.,14 so our results should not be

viewed as an independent validation of the original PRS.

Genotype quality control and imputation
Genotype quality control (QC) prior to imputation was conducted

separately for each study and each genotyping platform. We

removed SNPs with a call rate < 98%, indels, duplicate SNPs,

or monomorphic SNPs and men with a call rate < 95%. SNPs

were also excluded if they failed Hardy-Weinberg equilibration

(HWE) test p value < 10�6. Because admixture of different

ancestries can influence tests of HWE, we applied the software

ADMIXTURE26 to the genetic data to classifymen intomajor ances-

tral groups (European, African, Amerindian, East Asian, South

Asian) and then tested HWE within major ancestral groups. Ge-

netic sex was verified by PLINK with markers on the X and Y chro-

mosomes, and subjects that were not consistent with male were

excluded. Samples were removed if they displayed a call

rate < 80% on any given chromosome or if they had unusually

low heterozygosity ratio< 0.4 (observed/expected heterozygosity)

on any chromosome, presuming poor quality genotype data that

would unduly influence imputation. The relatedness between

each pair of menwas evaluated by estimation of the kinship coeffi-

cient viaKing robust27 that is implemented in theRpackage SNPRe-

late. We randomly removed one subject from each strongly related

pair (i.e., duplicates, parent-offspring, full siblings, and third-de-

gree relatives, with an estimated kinship coefficient at least

0.0442). This approach allowed us to identify men whose samples

were included in more than one study and remove duplicates.

After the above QC processing, samples were uploaded to the

TOPMed imputation server,28,29 where additional QC steps were

completed including removal of multi-allelic SNPs, removal of in-

dels, removal of monomorphic SNPs, and removal of SNPs with

large allele frequency differences compared with the TOPMed

Imputation Reference panel. Imputed variants with an imputation

R2 R 0.3 were retained.

Data harmonization
The Breast and Prostate Cancer Cohort Consortium (BPC3) data

included both men and women; women were excluded from our

analyses. The set of variables that were common across all dbGaP

studieswere case-control status, ancestry, family history of prostate

cancer, and age (age of disease diagnosis for cases and age of study
rican Journal of Human Genetics 109, 900–908, May 5, 2022 901



Table 1. Characteristics of men by case-control status

Case (No. ¼
64,274)

Control (No. ¼
46,432)

Total (No. ¼
110,706)

Ancestry group

African American 5,505 (8.6%) 5,370 (11.6%) 10,875 (9.8%)

Asian 1,574 (2.4%) 1,483 (3.2%) 3,057 (2.8%)

European 54,564 (84.9%) 37,059 (79.8%) 91,623 (82.8%)

Ghanaian 461 (0.7%) 452 (1.0%) 913 (0.8%)

Latino 2,170 (3.4%) 2,068 (4.5%) 4,238 (3.8%)

Family history of prostate cancer

Unknown 25,094 16,016 41,110

No 29,206 (74.5%) 27,189 (89.4%) 56,395 (81.0%)

Yes 9,974 (25.5%) 3,227 (10.6%) 13,201 (19.0%)

Age group, years

[30,45) 330 (0.5%) 991 (2.1%) 1,321 (1.2%)

[45,50) 1,290 (2.0%) 1,707 (3.7%) 2,997 (2.7%)

[50,55) 4,288 (6.7%) 4,945 (10.6%) 9,233 (8.3%)

[55,60) 10,122 (15.7%) 8,740 (18.8%) 18,862 (17.0%)

[60,65) 12,586 (19.6%) 10,840 (23.3%) 23,426 (21.2%)

[65,70) 15,769 (24.5%) 9,635 (20.8%) 25,404 (22.9%)

[70,75) 11,335 (17.6%) 5,631 (12.1%) 16,966 (15.3%)

[75,88) 8,554 (13.3%) 3,943 (8.5%) 12,497 (11.3%)

Age, year: median
(range)

66 (30–87) 62 (30–87) 64 (30–87)

Excludes men with missing age, age < 30 years, or missing ancestry.
enrollment for controls). Age was recorded differently across

studies. Some studies recorded exact age, others recorded in

5-year intervals, and others recorded in 10-year intervals. To deter-

mine a common set of intervals, 10-year intervals were recoded as

the last 5 years of an interval. For example, 50–59 was recoded to

55–59. For analyses that used yearly ages, we used the mid-point

of an age interval when exact age was missing.
Polygenic risk score
Conti et al.14 developed a trans-ethnic PRS based on 269 SNPs and

their associations with prostate cancer across four ancestries: Euro-

pean, African, East Asian, and Hispanic. The variants and weights

used to create the PRS are available from their Table S4 and also at

https://www.pgscatalog.org/publication/PGP000122/. After QC

and imputation inourdata, therewere 220 variants that overlapped

with our imputed data. Because the distribution of PRSs differs

across different ancestries, we evaluated different approaches to cor-

rect for ancestry (see supplemental information) and chose to center

and scale the PRSwithin eachancestry groupbyusing themeanand

standard deviation for controls within each ancestry group.
Age-specific incidence rates for prostate cancer and for

death
We used age-specific prostate cancer incidence (hazard) rates to

create weights for Cox proportional hazards models as well as
902 The American Journal of Human Genetics 109, 900–908, May 5,
combine with death hazard rates to compute absolute risks.

Prostate cancer incidence rates were downloaded from the CDC

US Cancer Statistics (https://www.cdc.gov/cancer/uscs/dataviz/

download_data.htm). The cancer rates were reported for 5-year in-

tervals, and we used linear interpolation to determine the rate at

each year of age from age 30 to 87 years. CDC rates were available

for ancestries of US White, Latino, African American, and Asian.

We used the incidence rates of US African American men for

men fromGhana. Figure S3 in the supplemental information illus-

trates how the incidence rates and cumulative risk for prostate

cancer vary over ages for different ancestries.

Death incidence rates were obtained from CDCHealth Statistics

(https://ftp.cdc.gov/pub/Health_Statistics/NCHS/Publications/

NVSR/61_03/) with documentation from https://www.cdc.gov/

nchs/products/life_tables.htm. The life tables for 2008 were for

each sex and race (White, non-Hispanic White, Black, non-His-

panic Black, and Hispanic). Based on life analytic methods, the

death hazard rate at age t, ht was calculated according to ht ¼
qt=ð1 � qt =2Þ, where qt is the life table probability of dying be-

tween ages t and t þ 1. The division by 2 assumes deaths on

average occur mid-way during each year.30 We used non-Hispanic

White death rates for Asian ancestry.
Statistical methods
Statistical analyses were conducted with R version 4.0.3. The asso-

ciations between PRS and age of disease diagnosis were estimated

by weighted Cox regressionmodels. Although logistic regression is

typically used to analyze case-control studies, the resulting odds

ratios are an approximation of the relative risk estimated in studies

when disease is rare, yet odds ratios over-estimate the relative

risk,31 which impacts models to estimate absolute risk. Further-

more, additional information about the risk of disease at different

ages is potentially available from the age of diagnosis, and the age

at which controls are free of disease. Studies have shown that

applying Cox regression models to case-control data, using age in-

formation, can lead to greater power than logistic regression,32

although a naive analysis that fails to account for over-sampling

of cases in case-control studies can lead to biased estimates of

the relative risks.33 For these reasons, we estimated relative risks

by use of the Cox model with sampling weights based on popula-

tion incidence rates to account for how cases and controls were

sampled.34–36 We assigned weights of 1 to cases and weights of

1=inct to controls, where inct is the age-specific incidence rate of

prostate cancer in a defined ancestry group. In addition, we used

the survSplit function in the survival package to fit piece-wise pro-

portional hazards models to allow the relative risks to differ across

different age categories, as well as the time-transform functions of

coxph to model continuous time-dependent coefficients. Methods

to compute the future absolute risk of disease, conditional on a

man alive and free of disease at a specified age and with a stan-

dardize PRS, are described in Appendix A.
Results

The cases and controls included in analyses are character-

ized in Table 1. Details about how samples were evaluated

for quality of genetic results, how genetically related men

were removed, and selection criteria to exclude men with

missing age (N ¼ 2,800), missing ancestry (N ¼ 27), or

young age < 30 years (N ¼ 39) and characteristics of men
2022
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Figure 1. Distribution of PRSs by ancestry
and disease status before and after adjust-
ment for ancestry by centering and scaling
according to mean and standard deviation
within controls of each ancestry
according to study are provided in the supplemental infor-

mation (see Tables S2, S3,and S4). There were 64,274 pros-

tate cancer cases and 46,432 controls included in analyses.

The ancestry groups in Table 1 are based on self-report,

with 82.8% European, 9.8% African American, 3.8%

Latino, 2.8% Asian, and 0.8% Ghanaian. Overall, 19% re-

ported a family history of prostate cancer. However, family

history varied across the studies with the International

Consortium for Prostate Cancer Genetics (ICPCG) report-

ing the largest fraction with family history (69.6%) because

the ICPCG group focused on ascertaining cases with a fam-

ily history; some studies failed to collect family history in-

formation (see Table S4). For this reason, analyses that

focused on family history were considered secondary.

The median age of diagnosis of prostate cancer for cases

was 66 years and the median age of blood collection for

controls was 62 years.

The distribution of the PRSs is illustrated in Figure 1 for

cases and controls of different ancestries, both the raw PRS

and the PRS standardized by the mean and standard

deviation within controls of each ancestry group. This

figure illustrates that the distribution of the PRS is shifted

to larger values for men of African American and Ghanaian

ancestry, shifted to smaller values for men of Asian

ancestry, and similar distributions for men of European

and Latino ancestries. These shifted distributions occurred

for both controls and cases, emphasizing the impact of the

allele frequency differences across different ancestries. In

contrast, when the PRS was centered and scaled according

to the controls of each ancestry group, the distributions of

the PRS overlap for the different ancestral groups. Note
The American Journal of Huma
that the distributions were centered at

zero for controls, as expected, while

the distributions for the cases were

shifted to greater values.

The association of the standardized

PRS with age of onset of prostate cancer

in the pool of all data, assessed by a

weighted Cox proportional hazards

model assuming a constant hazard ra-

tio, estimated a relative risk of 2.14

per standard deviation (SD) of the PRS

(95% confidence interval, CI, 2.09–

2.19), allowing for adjusting covariates

ancestry group and dbGaP study. Sensi-

tivity analyses of the weights showed

that a 10-fold decrease or increase in

the weights had little impact on results

(relative risks of 1.93 and 2.17, respec-

tively). More refined weights that at-
tempted to account for potential preferential sampling of

cases at different ages (see supplemental information)

gave results identical to the initial proposed weights. Rela-

tive risks for each ancestry are presented in Figure 2 for rela-

tive risks per PRS SD as well as for PRS dichotomized accord-

ing to the upper 90th percentile. These results show that

relative risks per PRS SD were similar for European, African

American, and Asian ancestries, slightly less for Latino, and

much less for Ghanaian men (heterogeneity p value ¼
0.008). The relative risks for the upper 90th percentile

were much larger than the relative risk per SD, as expected,

and less heterogeneity of relative risks (p value ¼ 0.308),

although the larger standard errors of the estimates for

the upper 90th percentile relative risks decreased power to

detect heterogeneity. See Table S7 for the log-relative risk es-

timates and their standard errors.

Because thepooledanalysis of allmenshoweda strongde-

parture from a constant relative risk (p < 2e�16), we per-

formed piece-wise proportional hazards analyses by parti-

tioning age into five age groups and found significant

differences in the relative risks across the age groups

(p < 1e�30). Piece-wise proportional hazards were fit

separately for each ancestry group and results in Figure 3

illustrate that relative risks per SD were greatest for the

youngest age group (30–55 years) and least for the oldest

age group (70–88 years). For European ancestry, there was

a clear trend of decreasing risk with age, from a relative risk

of 2.56 for 30–55 years old (95% CI 2.47–2.65) to a relative

risk of 1.86 for 70–88 years old (95% CI 1.76–1.98),

with no overlapping confidence intervals throughout

the different age groups. The relative risks for European
n Genetics 109, 900–908, May 5, 2022 903



Figure 2. Relative risk per PRS SD (left
panel) and for upper 90th percentile cutoff
of PRS (right panel) according to ancestry
The bars represent 95% confidence
intervals.
ancestry differed statistically across the age groups

(p < 0.001). The other ancestries in Figure 3 showed that

the youngest and oldest age groups had different relative

risks, but the patterns of risk in the intermediate age

groupswerenot asdistinctas forEuropeanancestry, presum-

ably because of the much smaller sample sizes of the other

ancestry groups. For these non-European ancestries, the

relative risks were not statistically significantly different

across the age groups (see Tables S8 and S9 for details).

We performed a similar analysis with the PRS dichoto-

mized according to the upper 90th percentile and similar

patterns of relative risk decreasing with age were found,

as illustrated in Figure 3. The relative risks implied by the

upper 90th percentile ranged 3–5 for most ancestries and

age groups, except the lesser relative risks for Ghanaian

men. The wide confidence intervals for this group reflect

the small sample size. These relative risks differed signifi-

cantly across the age groups (p < 0.001) for European

ancestry but not for the non-European ancestries (see

Tables S8 and S9 for details).Because of the large number

of men with European ancestry, we were able to refine an-

alyses of the age dependence of relative risk.We created the

age group 30–45-year olds, then groups in 5-year intervals

(45–50, to 70–75, then 75–88) and fit-piece-wise hazard

ratios for each age group. We also fit a model with the

log-relative risk depending linear on age: b0PRSþ b1ða �
30ÞPRS, where age a ranged 30–87 and we offset by the

minimum age of 30 years in our dataset. The estimated ef-

fect of PRS was b0 ¼ 1:2504 (SE ¼ 0.049) and the estimated

gradient of age was b1 ¼ �0:0138 (SE ¼ 0.0015). The esti-

mated relative risks and their 95% confidence intervals

for the piecewise and linear models are presented in

Figure 4, showing that the log-relative risk decreased

approximately linearly from age 50 to age 75. We devel-

opedmethods to account for preferential inclusion of cases

at different ages, to evaluate the sensitivity of the Cox

model weights (see supplemental information), and found
904 The American Journal of Human Genetics 109, 900–908, May 5, 2022
results identical to the proposed

weights. These results were also consis-

tent with fitting logistic regression

models to the case-control data (see

supplemental information). To

compare this linear decrease across

different diseases and populations,

one can estimate for the relative risk

per adjusted standard error (OPERA)37

per year of age, which is

exp(�0.0138/.00155) ¼ 0.00014.

Because men with a family history of

prostate cancer have been reported to
have a younger age of diagnosis,17 we performed second-

ary analyses to attempt to sort out the role of family his-

tory. Secondary analyses were necessary because of the

relatively large number of men without family history in-

formation. For this focus, we subset to men with European

ancestry to obtain sufficient sample size. The results in

Figure 5 illustrate that men with a family history of pros-

tate cancer had greater relative risks associated with PRS

at all ages compared with men with a negative family his-

tory (p value¼ 0.007) and that relative risks decreased with

increasing age for both men with a family history of pros-

tate cancer (heterogeneity of relative risks over ages, p

value ¼ 0.015) and men without a family history of pros-

tate cancer (p value < 0.001). See Table S10 for more de-

tails. The gradient of the log-relative risk with increasing

age was �0.0108 (SE ¼ 0.0045) for men with a family his-

tory and �0.0122 (SE ¼ 0.0019) for men with a negative

family history, and these gradients were not statistically

significantly different (p value ¼ 0.78). The greater relative

risk among men with a family history of prostate cancer

across all ages emphasizes the importance of obtaining

family history information when attempting to predict

future risk of prostate cancer with PRSs.

Given the decreasing relative risk of PRS with increasing

age, it is important to evaluate how much the decreasing

relative risk impacts prediction of future risk when at-

tempting to use PRS for personalized medical recommen-

dations. To view this, we computed the future prostate

cancer absolute risk, conditional on men’s current age

and value of a standardized PRS. These future risks are

based on the relative risks estimated from our data, popu-

lation disease incidence rates, as well as death rates to ac-

count for competing risks. We present in Figure 6 the

future absolute risk for men of European and of African

American ancestry, assuming current ages of 50, 60, and

70 years, for future remaining years at 1-year increments

until age 80 years. These results illustrate that even though



Figure 3. Relative risk per PRS SD (left
panel) and for upper 90th percentile cutoff
of PRS (right panel) for age groups accord-
ing to ancestry
The bars represent 95% confidence
intervals.
our results show strong evidence of relative risks due to PRS

decreasing with increasing age, predicting future absolute

risk while allowing for decreasing relative risk differed little

from predictions that assumed a constant relative risk over

ages. The largest difference was 2.7% for future predictions

for a 70-year-old man of European ancestry.
Discussion

Based on a large number of men of diverse ancestry with

publicly available genome-wide genetic variants, we

demonstrated decreasing PRS relative risks for prostate can-

cer as age increased. Our results were most accurate for men

of European ancestry because of the large number ofmen in
Figure 4. Piece-wise relative risk models and log-relative risk
modeled as linear with age for European ancestry
The solid line is the model assuming log-relative risk depends lin-
early on age and dashed lines are the 95% confidence interval over
ages. The estimated dependence on age was 1.2504-0.0138*(age-
30). The piece-wise relative risks are represented as ‘‘*’’ and their
95% confidence intervals represented as whiskers. The piece-wise
results are positioned on the x axis at the median value of age
within each age group.
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this group. By applying a novel

weighted proportional hazards model

to case-control data, we were able

to fully utilize age information (diag-

nosis among cases; enrollment age

among controls) to refine how the ge-

netic relative risk decreased with age.

For men of European ancestry, we

observed a linear decrease of the log-

relative risk from age 50 to 75, the ages

at which most men are diagnosed with

prostate cancer. Thomas et al. also
observed a linear decrease of the log-relative risk for colo-

rectal cancer with age, for age > 50 years with 72,791 sub-

jects of European ancestry and with 1,311 colorectal cancer

cases.38,39 This reduced risk could result from non-genetic

risk factors accumulatingover a lifetime such that genetic ef-

fects that influence developmental pathways at younger

ages have relatively less influence as non-genetic risk factors

accumulate. Although a reduction in genetic relative risk

with increasing age is expected when the highest risk indi-

viduals succumb to disease at younger ages, and hence are

preferentially removed from the at-risk population at older

ages,40 it is important to evaluate the implications of age-

varying risk. In contrast toprostate andcolon cancers, breast

cancer has not shown a declining risk with age for ER-nega-

tive disease, and only a weak decline has been observed for

ER-positive disease.41

Despite the accumulating environmental risk with age,

we observed that men of European ancestry had increased

genetic relative risks at all ages if they had a family history

of prostate cancer compared with a negative family history,

suggesting that additional unmeasured genetic risk factors

could be causing this difference, or perhaps clustering of

environmental risk factors within families. This also em-

phasizes the importance of obtaining accurate pedigree

disease information to combine with a PRS to improve

age-dependent risk predictions.42

As with most GWASs conducted to date, our data had a

limited number of subjects with non-European ancestry,

making it difficult to accurately refine how genetic relative

risk decreased with age in other ancestries. Nonetheless,

ancestries of Ghanaian, African American, Asian, and

Latino all showed the PRS relative risk to be greatest for

the youngest age group (30–55 years) and least for the old-

est age group (70–88 years). These pattens were observed

for both the relative risk per SD of the PRSs and binary clas-

sification based on the upper 90th percentile of the PRS

distribution.
n Genetics 109, 900–908, May 5, 2022 905



Figure 5. Relative risk per PRS SD according to age groups and
family history for European ancestry
The bars represent 95% confidence intervals.

Appendix A

The future absolute risk of disease up to age ah, conditional

on a man alive and free of disease at age al and with a stan-

dardized PRS of z, depends on the baseline population age-

specific incidence of disease, loðtÞ, the population age-spe-

cific death rate, doðtÞ, and the log hazard ratio estimated by

Cox regression, bt . For our purposes, we use the subscript t

to account for piece-wise proportional hazards (e.g., bt con-

stant over an interval), or bt could be constant over all

time. From this information, we calculate the future risk

that a man will have disease by age ah, given he is free of

disease at al, as

Riskðahjal; zÞ¼ FðahjzÞ � FðaljzÞ
SdiseaseðalÞSdeathðalÞ;

where FðajzÞ ¼ Pa
t¼0e

bt zloðtÞSdiseaseðtjzÞSdeathðtÞ is the cumu-

lative probability of disease up to age a accounting for

competing risk of death, SdiseaseðajzÞ ¼ exp½�Pa
t¼0e

bt zloðtÞ�
is the probability of being free of disease at age a, and

SdeathðaÞ ¼ exp½�Pa
t¼0doðtÞ� is the probability of being alive

at age a. Absolute risk calculations were achieved by esti-

mates of bt determined in our data.
The influence of a decreasing genetic relative risk with

age on personalized medical decisions should consider

how the risk will be used. Categorizing into highest

risk, such as above the 90th percentile of the PRS distribu-

tion, is a common approach, yet the amount of risk also

depends on a man’s current age, as our results show.

Because absolute risks are important for interpretation

of personal risks,24,25 we evaluated the impact of

decreasing genetic relative risk with age on predicting

future absolute risk. Despite strong evidence of age-

dependent genetic relative risk, our results suggest that

absolute risk predictions differed little between predic-

tions that assumed a constant relative risk and those

that allowed relatives risks to decrease with age. These

findings covered a broad range, from short-term (e.g., 1

year) to long-term (e.g., to age 80). This may be due to

the calculation of absolute risk depending on both the

relative risk and the baseline incidence rates; large rela-
906 The American Journal of Human Genetics 109, 900–908, May 5,
tive risks at younger ages have less impact on absolute

risk because the incidence of prostate cancer is much

smaller at young ages. Assuming a constant relative risk

over age simplifies the approach to calculate and present

risk predictions to lay persons as well as simplifies imple-

mentation of risk discussions into clinical practice. Our

strategy to evaluate how genetic relative risks vary with

age and the impact of changing relative risks with age

on absolute risk predictions is worth considering for

other common diseases.
Figure 6. Future absolute risk of prostate
cancer for European ancestry (left three
panels) and African American ancestry
(right three panels) conditional on current
age and quantile of PRS
The solid lines assume a relative risk con-
stant over ages, and the broken lines assume
piece-wise relative risks to account for rela-
tive risks changing over ages. The quantiles
(10, 80, 90) are for a standard normal distri-
bution as expected for a standardized PRS in
a population. The baseline represents the
absolute risk assuming the PRS is unknown.
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Supplemental Information 
 
Figure S1. 

 

Mean PRS among cases over different ages, assuming a constant hazard ratio. The solid lines illustrate 
how the mean PRS is expected to decrease with age, and the horizontal dashed lines provide perspective 
on how the solid lines pivot from a constant value. See Methods section for Theoretical Mean PRS 
Among Cases & Age for derivations used to create Figure S1. 

 

 



 
 

 

Figure S2 

 

 

Distribution of PRS uncorrected (raw PRS) and corrected by various methods for controls and cases. See 
Methods section PRS Ancestry Correction by Projection onto 1,0000 Genome Reference Sample for 
details. 
 

 



 
 

 

Figure S3. 

 

Age-specific incidence of prostate cancer, per 100,000, for different ancestry groups (upper panel) and 
corresponding cumulative risk of prostate cancer (lower panel). See Methods section Age-Specific 
Incidence and Cumulative Risk by Ancestry for details. 

 

  



 
 

Figure S4. 

 

Piece-wise log-odds-ratios  (“*” and their 95% confidence intervals represented as whiskers) and model 
assuming log-odds-ratio depends linearly on age (solid line). The piece-wise results are positioned on the 
x-axis at the median value of age within each age group. See Methods section on Linear Decrease in PRS 
Log-Odds-Ratio with Age for details. 

 



 
 

Table S1. Studies obtained from dbGaP for Prostate Cancer Genome Wide Association Study Data. See 
Methods section Description of dbGaP Studies for more details 

dbGaP Study 
Accession 

 Study Label Study Full Name 

phs000207.v1.p1  CGEMS CGEMS Prostate Cancer GWAS - Stage 1 – 
PLCO 
(Embargo Release Date: December 22, 
2009) 

phs000306.v4.p1  GENEVA GENEVA Prostate Cancer 
(Embargo Release Date: February 01, 2013) 

phs000812.v1.p1  BPC3 Characterizing Genetic Susceptibility to 
Breast and Prostate Cancer - BPC3  
(Embargo Release Date: June 11, 2015) 

phs000838.v1.p1  GHANA Ghana Prostate Study 
(Embargo Release Date: July 10, 2015) 

phs000882.v1.p1  PEGASUS National Cancer Institute (NCI) Prostate 
Cancer Genome-wide Association Study for 
Uncommon Susceptibility Loci 
(PEGASUS) 
(Embargo Release Date: January 24, 2017) 

phs001391.v1.p1  ONCO OncoArray: Prostate Cancer 
(Embargo Release Date: March 21, 2018) 

 phs000733.v1.p1  ICPCG The International Consortium for Prostate 
Cancer Genetics Genome Wide Association 
Study of Familial Prostate Cancer 
(Embargo Release Date: March 10, 2015) 

 

Table S2. Sample Size before and after quality control, merging, and removal of 
related subjects.  

Study Downloaded Data  After Initial QC (1) 

After Merging and 
Removing 

Related Subjects (2) 
 Cases Controls Cases Controls Cases Controls 

BPC3 2782 4458 2775 4451 2179 3573 
CGEMS 1151 1101 1140 1097 520 414 
GENEVA 4304 4529 4264 4496 4115 4371 
ICPCG 2568 1422 2520 1392 2106 1022 
ONCO 52700 37751 52658 37723 51489 36910 
PEGASUS 4599 2841 4595 2840 3670 2290 
GHANA 474 458 474 458 461 452 
Total 68578 52560 68426 52457 64540 49032 

(1) Reasons for exclusion include low call rate (<80%), low heterozygosity (<0.4) on any chromosome, self-
reported sex inconsistent with chromosome X and Y data. 

(2) One subject was randomly removed from each related pair (kinship coefficient ≥ 0.0442) 



 
 

Table S3: Exclusions by study. 

 BPC3 
(N=5752) 

CGEMS 
(N=934) 

GENEVA 
(N=8486) 

ICPCG 
(N=3128) 

ONCO 
(N=88399) 

PEGASUS 
(N=5960) 

WAFR 
(N=913) 

Total 
(N=113572) 

Missing 
Age 

0 0 0  123 2677 0  0  2800 

Age < 30 0  0  0  0  39 0  0  39 

Missing 
Ancestry 

0  0  0  27  0  0 0 27  

 

  



 
 

Table S4.  Description of studies included in analyses a   

 BPC3 
(No.=5752) 

CGEMS 
(No.=934) 

GENEVA 
(No.=8486) 

ICPCG 
(No.=2978) 

ONCO 
(No.=85683) 

PEGASUS 
(No.=5960) 

WAFR 
(No.=913) 

Total 
(No.=110706) 

Status         

   Case 2179 
(37.9%) 

520 
(55.7%) 

4115 
(48.5%) 

2072 
(69.6%) 

51257 
(59.8%) 

3670 
(61.6%) 

461 
(50.5%) 

64274 
(58.1%) 

   Control 3573 
(62.1%) 

414 
(44.3%) 

4371 
(51.5%) 

906 
(30.4%) 

34426 
(40.2%) 

2290 
(38.4%) 

452 
(49.5%) 

46432 
(41.9%) 

Ancestry         

  Afr.Amer 0 
 

0  
 

4521 
(53.3%) 

0 
 

6354 (7.4%) 0  
 

0  
 

10875 
(9.8%) 

   Asian 0  0  1935 
(22.8%) 

0  1122 (1.3%) 0  0  3057 (2.8%) 

   European 5752 
(100.0%) 

934 
(100.0%) 

0  
 

2978 
(100.0%) 

75999 
(88.7%) 

5960 
(100.0%) 

0 
  

91623 
(82.8%) 

   Ghana 0  
 

0  
 

0  0 
 

0  
 

0  
 

913 
(100.0%) 

913  
(0.8%) 

   Latino 0  
 

0 
 

2030 
(23.9%) 

0  
 

2208 (2.6%) 0 
 

0 
 

4238 
 (3.8%) 

Family 
History PrCa 

        

   Unknown 1483 0 3024 0 29730 5960 913 41110 
   No 3826 

(89.6%) 
844 

(90.4%) 
4923 

(90.1%) 
906 

(30.4%) 
45896 

(82.0%) 
0 0 56395 

(81.0%) 
   Yes 443 

(10.4%) 
90  

(9.6%) 
539  

(9.9%) 
2072 

(69.6%) 
10057 

(18.0%) 
0 0 13201 

(19.0%) 

Age Group         

   [30,45) 0  0  77  
(0.9%) 

79  
(2.7%) 

1163 (1.4%) 0 2  
(0.2%) 

1321 
 (1.2%) 

   [45,50) 22  
(0.4%) 

0  206  
(2.4%) 

210 (7.1%) 2557 (3.0%) 0  2 
 (0.2%) 

2997  
(2.7%) 

   [50,55) 86 
 (1.5%) 

0 444  
(5.2%) 

448 
(15.0%) 

8121 (9.5%) 0 134 
(14.7%) 

9233  
(8.3%) 

   [55,60) 339 
(5.9%) 

121 
(13.0%) 

905 
(10.7%) 

628 
(21.1%) 

16423 
(19.2%) 

300  
(5.0%) 

146 
(16.0%) 

18862 
(17.0%) 

   [60,65) 929 
(16.2%) 

0  1296 
(15.3%) 

620 
(20.8%) 

19219 
(22.4%) 

1212 
(20.3%) 

150 
(16.4%) 

23426 
(21.2%) 

   [65,70) 1669 
(29.0%) 

497 
(53.2%) 

1816 
(21.4%) 

562 
(18.9%) 

18923 
(22.1%) 

1768 
(29.7%) 

169 
(18.5%) 

25404 
(22.9%) 

   [70,75) 1413 
(24.6%) 

0  1796 
(21.2%) 

257 (8.6%) 11651 
(13.6%) 

1674 
(28.1%) 

175 
(19.2%) 

16966 
(15.3%) 

   [75,88) 1294 
(22.5%) 

316 
(33.8%) 

1946 
(22.9%) 

174 (5.8%) 7626 (8.9%) 1006 
(16.9%) 

135 
(14.8%) 

12497 
(11.3%) 

Age,median 
(range) 

69  
(45,87) 

67  
(57, 77) 

67  
(44, 77) 

61 
 (33, 87) 

63 
 (30, 87) 

67 
(57, 77) 

65 
(42, 87) 

64 
(30, 87) 

aExcluding men with missing age, age < 30 years, or missing ancestry 

 



 
 

Table S5. Self-reported ancestry versus ancestry based on the maximum estimate of admixture 
probability. See Methods section Ancestry: Self—Reported and Genetically Informed for more details.  

Genetic Admixture  
Max Probability   

Self-reported Ancestry 
African  

American 
Asian   European Latino  Ghana 

  African 10354   1    0     11   913 
  Amerindian  7  113    0   1637     0 

  Asian  33 2746     7     24     0 
  European 481  197 88638   2566     0 

 

 

Table S6. Intercept and slope for models of log-risk of PRS as a function of age in years. 

Model Intercept (SE) Slope (SE) 
Weighted Cox  1.2504 (0.049) -0.0138 (0.0015) 
Logistic Regression 1.1935 (0.035) -0.0122 (0.0010) 

 

Table S7.  Log-relative risk estimates (beta) and their standard errors (se) for Figure 2. 

Ancestry beta_persd se_persd beta_up90 se_up90 
Afr 

Amer 0.7054 0.0309 1.3904 0.0681 
Ghana 0.5132 0.0834 1.0916 0.2031 
Latino 0.6858 0.0433 1.1945 0.1038 
Asian 0.7743 0.0654 1.4182 0.1377 

European 0.7666 0.0140 1.3720 0.0326 
 

  



 
 

Table S8. Log-relative risk estimates (beta) and their standard errors (se) for Figure 3. 

Ancestry Age beta_persd se_persd beta_up90 se_up90 
Afr Am [30, 55) 0.7867 0.0403 1.4177 0.0831 
Afr Am [55, 60) 0.7188 0.0408 1.3718 0.0888 
Afr Am [60, 65) 0.6699 0.0417 1.3081 0.0937 
Afr Am [65, 70) 0.7160 0.0473 1.4152 0.1084 
Afr Am [70, 88) 0.6454 0.0593 1.4397 0.1570 
Ghana [30, 55) 0.7179 0.1838 1.1702 0.4502 
Ghana [55, 60) 0.6935 0.1604 1.6039 0.4118 
Ghana [60, 65) 0.7092 0.1485 1.6726 0.3498 
Ghana [65, 70) 0.5790 0.1562 0.9123 0.4200 
Ghana [70, 88) 0.3404 0.0963 0.8264 0.2365 
Latino [30, 55) 0.7937 0.0848 1.4939 0.1839 
Latino [55, 60) 0.8194 0.0774 1.4036 0.1577 
Latino [60, 65) 0.7615 0.0622 1.2271 0.1374 
Latino [65, 70) 0.6782 0.0614 1.2064 0.1367 
Latino [70, 88) 0.5812 0.0651 1.0218 0.1673 
Asian [30, 55) 0.8122 0.1175 1.4138 0.2478 
Asian [55, 60) 0.7960 0.1041 1.5453 0.2087 
Asian [60, 65) 0.9118 0.1006 1.6689 0.1861 
Asian [65, 70) 0.8676 0.0942 1.4500 0.1744 
Asian [70, 88) 0.6744 0.0933 1.2949 0.2177 
Eur [30, 55) 0.9384 0.0177 1.6969 0.0332 
Eur [55, 60) 0.8715 0.0156 1.5575 0.0304 
Eur [60, 65) 0.8081 0.0157 1.4314 0.0326 
Eur [65, 70) 0.7178 0.0183 1.2914 0.0403 
Eur [70, 88) 0.6227 0.0296 1.1045 0.0784 

 

Table S9. Tests of heterogeneity of relative risks across ages for parameters in Table S8. 

 Test of Heterogeneity of Relative Risk across  
Ages 

Ancestry  Per SD PRS Upper 90th Percentile of PRS 
   Afr Am   0.221   0.902 
    Ghana   0.112   0.228 
   Latino   0.099   0.321 
    Asian   0.473   0.746 
      Eur   0.000   0.000 
 

 



 
 

Table S10. Log-relative risk estimates (beta) and their standard errors (se) for Figure 5. 

FamHx Age beta_perSD se_perSD 
No [30, 55) 0.8922 0.0236 
No [55, 60) 0.8427 0.0204 
No [60, 65) 0.7824 0.0221 
No [65, 70) 0.6713 0.0230 
No [70, 88) 0.6141 0.0382 
Yes [30, 55) 0.9803 0.0459 
Yes [55, 60) 0.9366 0.0464 
Yes [60, 65) 0.8072 0.0526 
Yes [65, 70) 0.7777 0.0617 
Yes [70, 88) 0.7432 0.1107 

 

 

Methods 

Theoretical Mean PRS Among Cases & Age 
 

The mean PRS among cases depends on the strength of association of the PRS with disease and 
it is possible for the mean PRS to be greater among younger cases than older cases, even if the 
hazard ratio associated with a PRS is constant over all ages. This is because men who have 
greater values of PRS are at the greatest susceptibility for disease and are more likely to succumb 
at a younger age.  

Below we derive the expected PRS among cases, and how this expectation depends on age, when 
assuming a constant hazard ratio (e.g., proportional hazards model). The derivation follows 
standard methods for survival analyses. Assume that the standardized PRS, z , has a standard 
normal density, ( )zφ . The probability of disease at age a , conditional on z , is 

exp( )( | ) ( ) ( )z z
o oP a z a e S aβ βλ= , where  ( )o aλ is the baseline hazard rate, 

0
( ) exp[ ( )]

a

o o
t

S a tλ
=

= −∑ , 

and β is the log hazard ratio constant over age. From these, we determine the density of z

conditional on disease at age a : 

exp( )

exp( )

( ) ( ) ( )( | )
( ) ( ) ( )

z z
o o

z z
o o

a e S a zP z a
a e S a z z

β β

β β

λ φ

λ φ
∞

−∞

=
∂∫

.     (1) 



 
 

The expected value of z  among diseased cases at age a  is then 

[ | ] ( | )E z a zP z a dP
∞

−∞

= ∫       (2) 

To illustrate this numerically, we assume that age of disease diagnosis has an exponential 
distribution (i.e., constant hazard rate of λ =.003, the mean baseline incidence for European 
ancestry), and a constant log hazard ratio of β , making it easy to numerically integrate 
equations (1) and (2).  Figure S1 illustrates how the mean PRS among cases decreases with age, 
while the mean PRS among controls is expected to be approximately zero. 

 

PRS Ancestry Correction by Projection onto 
1,0000 Genome Reference Sample 
 

Because the distribution of PRS differs across different ancestries due to SNP allele 
frequency differences, we evaluated three approaches to correct for population differences: 1) 
centering and scaling the PRS within each ancestry group, using the mean and standard deviation 
for controls within each ancestry group; 2) projection of data onto 1,000 Genome reference panel 
and correction of mean PRS;1 3) projection of data onto 1,000 Genome reference panel and 
correction of both mean PRS and variance of PRS. These latter two methods intend to provide a 
continuum of correction for men of different ancestries, some admixed.  

The projection methods #2 and #3 ( Christopher Kachulis, Broad Institute, personal 
communication), are based on projecting the study sample PRS onto a reference sample. This is 
accomplished by computing the PRS on the reference sample and using linear regression to 
regress the reference PRS on the top (maybe 10) principal components of the reference sample. 
The regression coefficients from this reference regression are used to predict the PRS in the 
study sample, by using the sample principal components. This predicted value is then subtracted 
from the sample PRS to adjust for ancestry. Because this approach only corrects for the mean of 
the distribution, it might not fully correct for ancestry if the variance of the PRS differs across 
ancestry. To adjust for the variance, one can create residuals from the linear regression in the 
reference sample, and then perform a second linear regression of the squared residuals on the 
principal components in the reference sample. This can then be used to predict the variance in 
the study sample, by using the regression coefficients with the sample principal components. To 
illustrate, the PRS adjusted score would be computed as 

( )sample o i i
adjusted

o i i

PRS PC
PRS

PC

α α

β β

− +
=

+
∑

∑
,     



 
 

where α coefficients are estimated by regression of the PRS on the principal components in the 
reference samples, β coefficients are estimated by regression of the squared residuals on the 
principal components in the reference samples, and samplePRS  and  iPC  are from the study 
samples.  

When computing the above PRS corrections, the genetic variants need to be available in both the 
study and reference samples. For the prostate cancer PRS, there were 220 variants available in 
our study sample, but only 212 of these were available in the 1000 Genome reference (8 variants 
were in our prostate cancer studies but not available in the 1000 Genome reference data). To 
compute the principal components, we removed the 212 risk variants and removed variants in 
linkage disequilibrium, resulting in approximately 100,000 variants.  

The panels in Figure S2 below illustrate the distribution of the raw PRS, the PRS corrected by 
self-reported ancestry mean and standard deviation among controls (“Ancestry scaled PRS”), the 
PRS corrected by projection on the reference samples, correcting for the mean (“Mean-adjusted 
PRS”), and the PRS corrected by projection correcting for both mean and variance (“Mean-Var 
adjusted PRS”). For our prostate cancer study, it can be seen that the projection methods do not 
fully correct for ancestry, by viewing the non-overlapping distributions among controls. In 
contrast, the self-reported ancestry mean and standard deviation correction performed better.  

 

Age-Specific Incidence and Cumulative Risk 
by Ancestry 
 

The age-specific incidence rates of prostate cancer, as described in the main manuscript methods, 
are illustrated in the upper panel of Figure S3. This figure illustrates the greater incidence rate 
among African American ancestry across all ages, the lesser incidence among Asian ancestry and 
similar incidence among European and Latino (Hispanic) ancestries. The incidence rates, tλ ,  
can be used to compute the cumulative incidence of prostate cancer by age a, 

0
( ) exp[ ]

a

t
t

F a λ
=

= −∑ . The cumulative incidences in the ancestral populations are illustrated in the 

lower panel of Figure S3. By age 87, the life-time risk of prostate cancer is expected to be 28% 
among African American men, 18% among European ancestry, 17% among Latino ancestry, and 
12% among Asian ancestry. 

 



 
 

Linear Decrease in PRS Log-Odds-Ratio with 
Age  
 

The results in the main manuscript, illustrated in Figure 4, were based on fitting Cox 
proportional hazards models with weights the inverse of population incidence rates for controls. 
Since men were enrolled based on case-control studies, we evaluated the sensitivity of our 
conclusions of log-relative-risk decreasing linearly with age among European ancestry by fitting 
piece-wise logistic regression models for age partitioned into 5 year intervals, from age 30 to age 
88. In addition, a logistic regression model assuming linear change in PRS risk according to age 
was fit by the form of   status  ~ cohort + (age-30) + PRS + I((age-30)* PRS).  The results from 
piece-wise fits and the linear model are illustrated in Figure S4. The linear decrease in log-odds-
ratio fits the data well for ages 50-70.  Table S6 below shows that parameter estimates and their 
standard errors for the weighted Cox model and the logistic regression model are consistent, and 
quite close for the linear decrease in log risk. 

 

Description of dbGaP Studies 
A brief description of each the studies obtained from dbGaP and  listed Table S1  is provided 
below.  Complete descriptions are available from the dbGaP web site 
(https://www.ncbi.nlm.nih.gov/gap/) 

 
CGEMS 

The Cancer Genetic Markers of Susceptibility (CGEMS) prostate cancer genome-wide 
association study (GWAS) included genotyping approximately 550,000 SNPs (Phase 1A with 
HumanHap300 and Phase 1B HumanHap240, both from Illumina, San Diego, CA) in 1,172 
prostate cancer patients and 1,157 controls of European ancestry from the Prostate, Lung, Colon 
and Ovarian (PLCO) Cancer Screening Trial. Selected publications include:2 

Acknowledgement: Data submitted to dbGaP by Lead Principal Investigator Stephen J. 
Chanock. Laboratory of Translational Genomics, Division of Cancer Epidemiology and 
Genetics, National Cancer Institute and Core Genotyping Facility, Division of Cancer 
Epidemiology and Genetics (DCEG), National Cancer Institute (NCI), National Institutes of 
Health, Department (NIH), Department of Health and Human Services (DHHS), Bethesda, MD, 
USA. dbGaP accession phs000207.v1.p1.  

 



 
 

GENEVA 

This study is part of the Gene Environment Association Studies initiative 
(GENEVA, http://www.genevastudy.org) funded by the trans-NIH Genes, Environment, and 
Health Initiative (GEI). The version 1 release of this dataset included genotype data for the 
Japanese and Latino populations in the study. Genotyping was performed at the Broad Institute 
of MIT and Harvard, a GENEVA genotyping center and at the University of Southern California. 
Selected publications include:3; 4 

Acknowledgement: Funding support for the GENEVA Prostate Cancer study was provided 
through the National Cancer Institute (R37CA54281, R01CA6364, P01CA33619, 
U01CA136792, and U01CA98758) and the National Human Genome Research Institute 
(U01HG004726). Assistance with phenotype harmonization, SNP selection, data cleaning, meta-
analyses, data management and dissemination, and general study coordination, was provided by 
the GENEVA Coordinating Center (U01HG004789-01). dbGaP accession phs000306.v4.p1. 
 

BPC3 

The Breast and Prostate Cancer Cohort Consortium (BPC3) was established in 2003 to pool data 
and biospecimens from nine large prospective cohorts to conduct research on gene-environment 
interactions in cancer etiology. The BPC3 GWAS includes the following cohorts: the American 
Cancer Society Cancer Prevention Study-II (CPS-II); the European Prospective Investigation of 
Cancer (EPIC); the Physician's Health Study (PHS); the Nurses' Health Studies I and II (NHS 
and NHSII); the Health Professionals Follow-up Study (HPFS); the Multiethnic Cohort (MEC); 
the Prostate, Lung, Colorectal, and Ovarian (PLCO) Cancer Screening Trial; and the Alpha-
Tocopherol, Beta-Carotene (ATBC) Study. Selected publications include:5-7 

Acknowledgement: The Breast and Prostate Cancer Cohort Consortium (BPC3) genome-wide 
association studies of advanced prostate cancer and estrogen-receptor negative breast cancer was 
supported by the National Cancer Institute under cooperative agreements U01-CA98233, U01-
CA98710, U01-CA98216, and U01-CA98758 and the Intramural Research Program of the 
National Cancer Institute, Division of Cancer Epidemiology and Genetics.  dbGaP 
accession phs000812.v1.p1 

 

GHANA 

Participants were recruited through the Ghana Prostate Study (a population-based component 
and a clinical component) between 2004 and 2006. Additional prostate cancer cases were 
recruited between 2008 and 2012. Selected publications include:8-14 

Acknowledgement: The genome-wide association study of prostate cancer in West African men 
project was supported by the Intramural Research Program of the National Cancer Institute, 
National Institutes of Health, Department of Health and Human Services including Contract No. 



 
 

HHSN261200800001E. The datasets have been accessed through the NIH database for 
Genotypes and Phenotypes (dbGaP). A full list of acknowledgements can be found in the 
supplementary note 8. dbGaP accession phs000838.v1.p1 

 

PEGASUS 

This genome-wide association study was funded by the National Cancer Institute (NCI) to 
identify uncommon susceptibility loci for prostate cancer. A total of 7440 subjects of European 
ancestry from the Prostate, Lung, Colorectal, and Ovarian (PLCO) Cancer Screening Trial were 
genotyped using the Illumina HumanOmni2.5.  

Acknowledgement: The National Cancer Institute (NCI) Prostate Cancer Genome-wide 
Association Study for Uncommon Susceptibility Loci (PEGASUS) was supported by the 
Intramural Research Program of the NCI.  Please see publication number 14 dbGaP 
accession phs000882.v1.p1.15 

 
ONCO 

Original description of the study: From ELLIPSE (linked to the PRACTICAL consortium), 
~78,000 SNPs were contributed to the OncoArray. A large fraction of the content was derived 
from the GWAS meta-analyses in European ancestry populations (overall and aggressive 
disease; ~27K SNPs). An additional just over 10,000 SNPs were selected from the meta-analyses 
in the non-European populations, with a majority of these SNPs coming from the analysis of 
overall prostate cancer in African ancestry populations as well as from the multiethnic meta-
analysis. A substantial fraction of SNPs (~28,000) were also selected for fine-mapping of 53 loci 
not included in the common fine-mapping regions (tagging at r2>0.9 across ±500kb regions). A 
few thousand SNPs related with PSA levels and/or disease survival as well as SNPs from 
candidate lists provided by study collaborators, as well as from meta-analyses of exome SNP 
chip data from the Multiethnic Cohort and UK studies, were also selected. A large number of 
studies contributed to the total sample (99,622): see description at the web link 
https://www.ncbi.nlm.nih.gov/projects/gap/cgi-bin/study.cgi?study_id=phs001391.v1.p1. 

Acknowledgement:  dbGaP accession phs001391.v1.p1. See below for OncoArray: Prostate 
Cancer  Acknowledgements. 
 
 
ICPCG 

The aim of this study was to perform a GWAS for prostate cancer cases that came from 
pedigrees with multiple men affected with prostate cancer. Pedigrees were identified that had 3 
or more related prostate cancer cases and have an average age at diagnosis ≤ 75 years. Only one 
case was chosen from each pedigree; if more than one case was available in a pedigree, the most 



 
 

aggressive case was chosen, or if no aggressive cases, the case with the earliest age of diagnosis 
was chosen. Male controls were selected such that they were unrelated to cases and to each other 
and had a distribution of race and birth year similar to the cases. A GWAS was performed based 
on genotyping with the Illumina 5M plus exome SNP set. Selected references include:16-19 

Acknowledgement: Data was provided by principal investigator Lisa Cannon Albright, PhD. The 
University of Utah, UT, USA, and funding provided by R01 CA089600. National Institutes of 
Health, Bethesda, MD, USA. The genotyping data was generated and provided by the 
International Consortium for Prostate Cancer Genetics (ICPCG). The ICPCG was funded by a 
grant from the National Institutes of Health, U01 CA89600. dbGaP accession phs000733.v1.p1. 

 

Ancestry: Self-Reported and Genetically 
Informed 
The program ADMIXTURE20 was used to estimate genetic admixture probabilities using a 
reference sample of 1000 Genome supplemented with data from the Human Genome Diversity 
Project.21  We found the ADMIXURE software to provide odd results for very large sample sizes 
(~100,000), presumably due to numerical accuracy when computing the log-likelihood. For this 
reason, we partitioned samples into batches of size no greater than 10,000. The results in Table 
S5 below illustrate that potential misclassification was minimal among  subjects self-reported as 
African American, European and Ghana. Asian subjects had a small number genetically 
classified as Amerindian, yet there is close ancestry among Amerindian and Asians, so these 
might represent historical ancestries. Latino ancestry is known to be admixed among 
Amerindian, European, and African. Note that the classification by maximum genetic admixture 
probability includes subjects that are bordering 50:50 admixture between two ancestries, such as 
51% European and 49% African who self-report as African. 

 

Model to Adjust Weights to Fit Age 
Distribution Among Cases 
 

To evaluate the sensitivity of the weights in the Cox model, we modified the population 
incidence (hazard) rates to better fit the age distribution of the cases to allow for the possibility 
that the cases were sampled with preference to certain ages.  Based on theory of survival 
analysis, the probability density of an event occurring at age t is 
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