
Evaluation of the framework 

In arder to tune the hyperparameters of our algorithm, and since our framework has a wide range of 

possibilities in each decision of the algorithm, a study of the different strategies included in our proposal, 

with all the parameter set to their default values is performed. In this way, we aim to select the 

combination of decisions that best fit our datasets. After selecting the combination of decisions, we will 

proceed with the hyperparameter tunning study. 

Taking into account the wide range of possibilities that our framework offers to the user, we divide 

the study in two main phases: 

Component Evaluation Phase: In this phase, we tested the split matrix with the three possible cri­

teria to choose the best solution: Least Squares (LS), Minimum Evolution (ME) or the same expression 

as the original MissForest. We also test two simpler versions: turning the matrix symmetric after each 

column imputation and turning it symmetric only at the end of all columns imputation. With this, we test 

five different ways to choose the best matrix, each one combined with stochastic decisions or Q-matrix 

based decisions in the process of building each decision tree. In this phase, the stop criteria remains 

the original one; 

Stop Criterion Phase: In this phase, based on the results of the previous one, we evaluate the two 

stop criteria: original MissForest stop criteria and LS-based stop criteria, that our framework supports 

in the combinations of decisions that performed better in the first phase. Far both the first and second 

phase, the initial guess of the missing values is performed with our methodology: first, impute the 

average value of each column and then turn the matrix symmetric. 

Framework Study: Component Evaluation Phase 

Aiming to evaluate the framework, we run each combination in three datasets with percentages of 

missing data between 5% and 20%, with increments of 5%. T he results of this procedure are presented 

in Table 1.1. In this Table there are five different versions of the imputation loop decision: Sym During 

where we turn the matrix symmetric during the imputation (after each column imputation); Sym End 

where we turn the matrix symmetric only when all columns are imputed; Split-O where we analyse the 

three possible matrices with the same expression as the stop criterion; Split-LS where we analyse the 

three possible solutions by coupling LS; Split-ME where we analyse all the three possible solutions by 

coupling ME criteria. Far each of the five enumerated versions, the two possible tie-break criteria are 

tested: random decisions and Q-matrix decisions, designated as R and Q, respectively. 

Far each dataset and percentage of missing data, the version of the algorithm that obtained the 

lowest value of Normalized Robinson Foulds (NRF) is claimed the winner, and the result in Table 1.1, is 

in bold. In arder to better understand the behaviour of each combination, far each percentage of missing 

data, 5 different matrices are tested. Far example, far the dataset 9x9 with 5% of missing data, the value 

of NRF provided in the Table 1.1 is the average of the NRF obtained in all of the 5 matrices. We also 

show the total number of wins of each version and also the referred value in percentage. In arder to 

have a general perspective of each combination of decisions, we also present in Table 1.1 the sum of all 
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