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Abstract

This supplementary document provides additional literature references for the article Neuro-Symbolic Approaches in
Artificial Intelligence by Pascal Hitzler, Aaron Eberhart, Monireh Ebrahimi, Md Kamruzzaman Sarker, Lu Zhou, National
Science Review. Table 1 shows which reference refers to which statement in the article.
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