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This is the supplementary information pertaining to the main manuscript. We list the
properties of neurochaos learning, and data preprocessing of genome sequences.

S1 Properties of Neurochaos Learning

We list below the properties of Neurochaos Learning (NL) architecture.

S1.1 Nonlinearity

Neurons in the brain are known to have a non-linear response and further found to exhibit
chaotic behaviour [1], [2]. However, existing ANN architectures do not exhibit chaos at
the level of neurons. In the case of NL, the neurons fire chaotically upon encountering an
input sample. The notion of firing (trajectory) is absent in traditional ANNs (Table 1: Main
Manuscript).

S1.2 Topological transitivity and existence of a dense orbit

Every GLS neuron in NL is a 1D chaotic map and exhibits topological transitivity which is
defined below.

Definition: A dynamical system (Σ ) is transitive if for each two points x,y ∈ Σ and
for ε > 0, there exist a z ∈ Σ such that on finite number of iterations, z reaches the ε

neighbourhood of x and y.
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Definition: A set Y is a dense subset of X if, for any point x ∈ X , there is a point y in the
subset Y arbitrarily close to x [3].

We use the Topological Transitivity property of chaos and the existence of a dense orbit
to prove the Universal Approximation Theorem (UAT) for GLS neurons. An example of
a dense orbit on the binary map is the real number that has a binary expansion given by
‘0.0 1 00 01 10 11 000 001.. . . ’ [3]. The skew-tent map can be proved to have a dense orbit
by the fact that there exists a conjugacy with the binary map.

S1.3 Chaos for feature engineering

ChaosFEX feature extraction maps the data into a high dimensional space. The input data
matrix with m data instances and n points per data instance (m× n) is mapped to m× 4n.
We extract 4 features from the chaotic trajectory. In general, the input data matrix with size
m×n is mapped to chaotic feature space where the new matrix dimension is m× kn, where k
represents the number of distinct features extracted from the chaotic firing of the neurons
in the input layer of NL. In ChaosNet [4], k = 1 because only a single feature (Firing Rate)
was extracted. Thus, chaos based feature engineering can be incorporated in either NL (as we
have done in this work) or in conventional ANNs.

S1.4 Other properties

Deterministic chaos provides a rich variety of behaviours - periodic, quasi-periodic, eventu-
ally periodic and non-periodic orbits or trajectories, multiple co-existing attractors, fractal
boundaries, various types of synchronization - all of which are being exploited in engineering
applications. This adaptability of chaotic systems allows applications in several fields such
as chaotic computing [5], lossless compression and memory encoding [6, 7], chaos based
cryptography [8], chaotic neural multiplexing [9], chaotic neural networks [10], fractal image
compression [11] etc. Despite having a positive Lyapunov exponent, two chaotic systems
still synchronizes under specific conditions [12].

The GLS neurons used in NL is proven to be useful in memory encoding [6], lossless
compression [13], cryptography [14], [15] and error control coding [16]. These rich properties
of chaotic neurons employed in NL (possibly in conjunction with traditional ML architectures)
makes it a very good competitor for ANNs.

S2 Data Preprocessing for Genome Sequence

Data preprocessing is the first step in any machine learning task. The following data prepro-
cessing is carried out for genome sequence data.

– Step 1: Conversion of nucleotide sequence into numeric format. We choose the same
numeric conversion as mentioned in [17]. The numeric conversion is as follows: Cytosine
(C) = 0.25, Thymine (T) = 0.50, Guanine (G) = 0.75, Adenine (A) = 1.0.

– Step 2: Compute the absolute value of the Fast Fourier Transform (FFT) of the numeric
genome sequence.

– Step 3: The FFT coefficients of the nucleotide sequences are normalized independently
so as to lie in the range [0,1].
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