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S1 Text: Supporting methods
Simulation model
In this paper, we consider a stochastic individual-based model with a daily time-step of a secondary school
comprising of five year groups of 200 pupils. Epidemics are simulated for one week prior to schools opening,
and then over a seven week half-term. This supporting text outlines the steps within the model algo-
rithm.

Prior to the model simulation, we assign the infectious status of each pupil, with the number of pupils who are
susceptible, infected, and immune to infection drawn from a multinomial distribution with parameters n =
1000, p = [1 − Iinit − Rinit, Iinit, Rinit]. For each initially infected individual we assigned a random number
of days since infection, between 1 and 15 days. We also assigned whether pupils would be symptomatic
if they became infected. For such individuals, we sampled the number of days until symptom onset after
becoming infected from a Gamma distribution, with shape 5.62 and scale 0.981, considering only integer
values. Initially infected symptomatic individuals who display symptoms prior to the beginning of the
simulation are determined, assumed to have taken a PCR test on the day of symptom onset, with the PCR
test result determining whether those individuals are initially isolated.

Throughout the simulation, schools implement one of six control strategies: (i) isolation of year group
bubbles; (ii) twice weekly mass testing and isolation of year group bubbles; (iii) serial contact testing; (iv)
twice weekly mass testing and serial contact testing; (v) twice weekly mass testing; or (vi) No school-level
testing or isolation of year group bubbles. After the beginning of the model simulation, each day progresses
in five stages, with the specific action at each step dependent on the implemented school control strategy.
Specifically, on a given day d:

1. Symptomatic pupils seek a PCR test. Symptomatic pupils seek a PCR test on their day of
symptom onset. Pupils that test positive do not attend school and isolate for the next ten days from
the day after symptom onset. If the school term has started, if their year group bubble is not already
isolating, and if the school is employing strategies (i) or (ii), the year group bubble of the pupil testing
positive is assigned to isolate from the day after the return of the PCR result until 10 days after the
identification of the positive PCR result. If the school term has started, and if the school is employing
strategies (iii) or (iv), the year group bubble of the pupil testing positive is assigned to take an LFT
from the day after the return of the PCR result until 7 days after the identification of the positive
case.

2. Scheduled pupils attending school take an LFT (only strategies ((ii)-(v)). If d is a school
day, all pupils scheduled to take an LFT who are not isolating take a test. If a pupil tests positive,
they do not attend school, and seek a confirmatory PCR test. We assume that true infected pupils
who return a positive LFT result also return a positive PCR result. If the school term has started, if
their year group bubble is not already isolating, and if the school is employing strategy (ii), the year
group bubble of the pupil testing positive is assigned to isolate from the next day for a number of
days dependent on the outcome of the confirmatory PCR test. If the school term has started, and if
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the school is employing strategies (iii) or (iv), the year group bubble of the pupil testing positive is
assigned to take an LFT from the next day for a number of days dependent on the outcome of the
confirmatory PCR test.

3. Within-school transmissions occur. If d is a school day, infected individuals i who are not isolating
infect susceptible pupils j within their year group bubble who attend school that day with probability
τ(i, j). Day d is set as the day of infection for newly infected individuals, and the number of days
since infection is now recorded. If the pupil was assigned to be symptomatic if infected, the day they
will develop symptoms is recorded.

4. External transmissions occur. Susceptible individuals who are not isolating are infected via exter-
nal transmission with probability ϵ. Day d is set as the day of infection for newly infected individuals,
and the number of days since infection is now recorded, and if they are symptomatic, the day they
will develop symptoms is recorded.

5. Updates to the number of days since infection of previously infected pupils. Before the
beginning of the next day, the number of days since infection for all individuals infected before day
d is increased by 1. Based on the increased day since infection value, we update the probability of
testing positive to a PCR or an LFT, as well as their infectivity ΓI(d − d0).

To improve the computational speed of the simulation, stages 3 and 4 can be combined. The probability of
infection to each susceptible individual j who is not isolating can be calculated as 1−((1−ϵ)×

∏
i(1−τ(i, j))).

However, we delineate the two stages to compare different strategies using the same set of random numbers
for the transmission events on each day for each of the six strategies.

Infectiousness over time
In our model, infected pupils attending school (i.e. those not isolating and it being a school day) transmit
infection to other pupils within their year group with a probability dependent on the time elapsed since their
infection. Specifically, we assume that the relative probability of transmission since the day of infection is
given by a Gamma distribution with shape 5.62 and scale 0.982. As the simulation uses a daily timestep,
these probabilities fall on the integer values of this infectiousness distribution. Furthermore, this infectivity
profile distribution was derived from data from known source-recipient pairs3, with an assumed incubation
period distribution (Gamma distributed with shape 5.807 and scale 0.9481), under the assumption that the
generation time and incubation period are independent. When sampling the number of days until symptom
onset, we considered a discretised version of this distribution, considering symptom onset to occur a discrete
number of days since infection. The discretised versions of both the infectivity profile and the incubation
period profile are visualised in Figure A. Fifteen days after becoming infected, we assume that pupils are
no longer infectious, and remain immune to infection for the rest of the simulation.

Parameterising within-school transmission
We defined the level of transmission within a school by a parameter, K. Specifically, K defined the ex-
pected number of secondary cases from an infected symptomatic pupil, assuming a fully susceptible school
population, that the impact of depletion of susceptibles is negligible, and that the symptomatic pupil at-
tends school each day of their infectious period. In reality, due to the small size of school populations, the
depletion of susceptible individuals is never negligible. Further, symptomatic pupils will isolate after they
test positive to either a PCR test or an LFT, and will not attend school at weekends. Hence an infected
symptomatic pupil would be expected to infect less than K other pupils. The appropriate choice of K is
unclear, and is likely to be influenced by a variety of factors that may vary from school to school, including
the success of other within-school social distancing measures and the epidemiological characteristics of the
dominant strain of SARS-CoV-2 in circulation in the local area. Due to this uncertainty, we considered a
range of different values of K, specifically, K ∼ Unif(1, 5). We assumed that asymptomatic individuals
were between 30 and 70% as infectious as those that develop symptoms, i.e. if a symptomatic pupil was
expected to infect K other pupils over the course of their infection, an asymptomatic pupil was expected to
infect 0.3 − 0.7 × K other pupils.

External infection
As well as transmission within school, we assumed that all pupils who were not isolating had a constant
probability of external infection each time step. Denoted ϵ, this parameter represents the daily probability
of infection to pupils from the wider community. In our baseline parameterisation, we set ϵ such that an
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(a) (b)

Figure A: Discretised infectivity profile and incubation period distributions. Here we plot (a) the
infectivity profile, and (b) the incubation period distributions used in this manuscript. Black curves show
the continuous probability density functions. Pink bars show the probabilities obtained by considering a
discretised distribution that progresses in time steps of days. We used a previously defined infectivity profile
distribution2 derived in reference to an assumed incubation period distribution1, under the assumption that
the generation time and incubation period are independent.

average of 10% of pupils became infected by the end of the half-term under an isolation of year groups
policy. When isolating, we assumed that individuals adhered and effectively isolated, meaning they had no
probability of becoming infected whilst isolating.

Interaction between year groups
While our main analyses considers a scenario where year group bubbles are effective and exclusive (i.e. there
is no transmission between year groups), the impact of interaction between year groups can be incorporated
into our model and is considered in our sensitivity analysis (see S2 Text). We let λi(d) denote the expected
number of secondary infections from a symptomatic infected individual i on day d, assuming all their contacts
are susceptible, and let Nk denote the number of individuals in year group k. λi(d) is then given by:

λi(d) =
∑

j∈{same year}

τ(i, j) =
∑

j∈{same year}

K × ΓI(d − d0)
N1 − 1 = K × ΓI(d − d0) (1)

When considering interactions between year group bubbles, we assume frequency-dependent transmission,
i.e. the expected number of secondary infections from an infected individual remains constant. Assuming
there is complete random mixing between year groups, λi(d) satisfies:

λi(d) =
∑

j∈{school}

τ∗(i, j), where τ∗(i, j) = K × ΓI(d − d0)
(
∑5

k=1 Nk) − 1
(2)

The impact of interaction between year groups is captured by the parameter α, defined such that for α = 0,
Equation (1) is satisfied, and for α = 1, Equation (2) is satisfied. Specifically, we define the probability of
infection between a symptomatic infected individual i in year group i to a susceptible individual j in any
year as:

τ∗(i, j) = K × ΓI(d − d0)
(N1 − 1) + α

∑5
k=2 Nk

×


1, if i and j are in the same year and both attend school
α, if i and j are in different years and both attend school
0, if i or j does not attend school

(3)

To obtain expressions for an infected asymptomatic individual, the above expressions are multiplied by the
factor a, which denotes the relative infectiousness of asymptomatic individuals.
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Test probability profiles for symptomatic and asymptomatic individuals
While the probability of testing positive through time has been detailed for both PCR and LFT tests,
prior analyses have typically been based on symptomatic individuals4. The probability of testing positive is
likely a function of viral load; while symptomatic and asymptomatic individuals have similar average peak
viral loads and proliferation stage durations, their average duration of clearance stages has been observed
to differ5,6. In this paper, we assumed that the probability of asymptomatic individuals testing positive
to both PCR and LFT was equal to that of symptomatic individuals until the peak of infection, but then
decays more rapidly, such that the probability of an asymptomatic individual testing positive at 6.7 days
after the peak should equal the probability of a symptomatic individual testing positive at 10.5 days after the
peak (corresponding with estimates that the average duration of clearance of 10.5 days is symptomatic cases
and 6.7 days in asymptomatic cases5). We applied the same method to the 95% credible intervals provided
by4 to obtain high and low sensitivity test probability profiles. However, we express that this is an area of
considerable uncertainty. Future studies detailing the testing probability of asymptomatic individuals, and
the specific relationship between viral load and testing probability, would be a valuable contribution to this
area.
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Figure B: Probabilities of testing positive through time for symptomatic and asymptomatic
individuals. We assumed that the probability of positive (a) LFTs, and (b) PCR tests in symptomatic
and asymptomatic individuals were equal during the proliferation stage of the virus, but that the probability
of asymptomatic individuals testing positive decayed faster in the clearance stage, owing to a shorter mean
clearance duration of 6.7 days5. We took the above profiles for symptomatic individuals directly from4

.

As a final step, we adjusted for the specificity of LFTs by setting the minimum daily probability of testing
positive to be 0.03%7.
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