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Supplement to accompany On selection bias in comparison measures of smartphone-
generated population mobility: an illustration of no-bias conditions with a commercial data
source

In Web Appendix 1, we justify the conditions when the estimated measure and the bias factor are
viewed as fixed. In Web Appendix 2, we consider the estimates as varying between imagined study
replications.

To reduce repetition in the appendices that follow, we rearrange some of the definitions from
Table 2 of the main text.

The estimated difference, D;, is alternatively expressed as D; = (Y;1 + aj1) — (Y0 + @j0) =
Vi1 —Yjo+ a1 — . . _

The estimated difference-in-differences, DiD, is alternatively expressed as, DiD =
((Y1,1 + a1,1) - (Y1,0 + al,O)) - ((Y0,1 + 0»’0,1) - (Yo,o + 0-’0,0)) = (Y1,1 t+a;1—Yi0— 0—’1,0) -
(Yor +ao1— Yoo —@o0) =Yi1—Yi0—Yo1+ Yoo+ Q11— 10— Qo1 + &g Its estimand, DiD, is
similarly alternatively defined as DiD =Y; ; —Y; 0 — Yo,1 + Yo 0.
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Web Appendix 1

The goal of this appendix is to show, under each stated condition from the main text (Table 2),
that each estimated summary measure is equal to its estimand. The estimated measures and their
estimands are defined in Table 1 of the main text. As we note in the main text, estimated measures
describing a contrast on the absolute scale are defined with a; ., for group j at time t, and estimated
measures describing a contrast on the relative scale are defined with f; ;.

Condition 1 (C1): No bias in any group at any time point.
On the additive scale, the condition states that ag o = ap1 = @19 = a;; = 0.
On the multiplicative scale, it states that By o = o1 = f10 = P11 = 1.

Under this condition, all summary measures are unbiased: D;, DiD, R;, PD;, RoR, and RPD.

Linear difference
By definition, D; = Y;, — Y; o + a; 1 — ;. Substituting per the condition, ¥;; —Y; o + @1 —
aj'o=Yj,1_Y}‘,0+0_0=Y}‘,1_Y}"0=Dj.

Yia*Bja
Yjo0*Bjo

. Substituting per the condition, L2 2i1 = Yial _ Yia _ p

By definition, R; = = .
y J Yjo*Bjo Yjo*l Yjo J

Percent difference

By definition, PD; = YiBia _ 1 sybstituting per the condition, 22 _ ¢ = Yirl 4

Yjo*Bjo Yjo*Pjo Yjoxl

Difference in differences

By definition, DiD =Yy — Y9 — Yo1 4 Yoo + @11 — @19 — @g1 + &g . Substituting per the
condition, Y11 — Y10 —Yo1 + Yoo+ a1 — a0 — o1 + @0 =Y — Y10~ Yo1+ Yoo+ 0—-0—-0+
0=V, —Yyo— Yy, + Yoo =DiD.

Ratio of ratios

Y1,1*B11 Y11+B1,1 Y11%1 Y11
e 55 _ Y1,0%B1,0 P - Y1010 _ Y10*1 _ Y10 _
By definition, RoR = w75~ Substituting per the condition, v =7+ = v = o7 = ROR .
Yo,0%Bo,0 Y0,0%Bo,0 Yo,0%1 Yo,0
Ratio of percent differences
Yl,l*ﬁl,l_ Y1,1%B11 Yq,1%1 Y11
initi 1T))) Y1,0*B1,0 ! P " Y1,0*B1,0 1 Y1,0%1 1 Y1,0
By definition, RPD = y>—%=—. Substituting per the condition, &"z"— = vom— = 757
Y0,0%Bo0 Y0,0%B0,0 Yo,0*1 1 Yo,0

RPD.
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Condition 2 (C2): Bias is the same in all groups and time periods.

On the additive scale, the condition states that ag o = ap1 = @19 = a1 = a # 0.

On the multiplicative scale, it states that 0 # Sy o = fo1 = P10 = f1,1 = B # 1. To avoid
unusual results, we stipulate that §; . # 0.

Under this condition, all summary measures are unbiased: D;, DiD, R;, PD;, RoR, and RPD.

Linear difference
By definition, ﬁj =Yj1 — Yo + @j1 — a;,. Substituting per the condition, Y; ; — Y + @j; —

ajo =Y, — Yo+ a—a Cancelingterms,¥;; — Yo+ a—a =Y, — Yo =D; = D;.
Ratio

By definition, R; = YjarBia, Substituting per the condition, Yiarbia _ Yiah Canceling terms,

Y]"O*BJO ]O*BJO Yj,o*ﬁ

YiaB _Yia _ p.
Yjo*B Yo Jr
Percent difference

By definition, PD; = YirBia g, Substituting per the condition, Yiabja g = Yiab g

Yjio*Bjo Yjo*Bjo Yjo*B
Canceling terms, 222 b= - PD;.
Yjo*B Yjo

Difference in differences

By definition, DiD =Y, ; — Y10 — Yo, + Yoo + @11 — @10 — @g 1 + @g,0- SUbstituting per the
condition, Y; ; =Yy o= Yo 1+ Yoot a1 — a0 — a1 +@go=Y11 V10— Yo1tYoota—a—a+
a. Cancelingterms, Y, ; — Vg —Yo1 + Yoo ta—a—a+a=Y;; =Yg —Yy1 + Yy =DiD.

Ratio of ratios

Y11+B11 Y11*B11 Y11*B
e ey _— Y1o0* - - . Y * Y * .
By definition, RoR = —Y;:‘l)*’;;:‘l’. Substituting per the condition, Y;:‘;*ng = Yz:‘;*g. Canceling terms,

Y0,0¥B0,0 Y0,0%Bo,0 Yo,0%B

Y118 Y11

Y10t _ Y10 __

Vo — Yoi — RoR.

Yo,0%B Yo,0

Ratio of percent differences

Y1,1*B1,1 Y1,1*B1,1 1 Y1,1+B
. el —_— Y10* Y1 0% .
By definition, RPD = % Substituting per the condition, Y;‘;ﬁ;‘l’ -= Yizf*i . Canceling

Y0,0%B0,0 Y0,0*Bo,0 Yo,0%B

Yiah | Vi

Y1 0* Y

terms, Y;:(l’*ﬁ =£_ = RPD.
Yo,o*B_ Yo,0
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Condition 3.1 (C3.1): Bias is the same between time periods within group.

On the additive scale, the condition states that ag o = ap1 = ag¢and @y o = @y 1 = ay,.

On the multiplicative scale, it states that 0 # Sy o = Bo1 = Borand 0 # By = f11 = Pr ¢ We
stipulate that S, . # 0 so the estimate does not drop out of the expression.

Under this condition, all summary measures are unbiased: D;, DiD, R;, PD;, RoR, and RPD.

Linear difference
By definition, 5]- =Yj1 — Y0 + @j1 — a;o. Under the condition, bias does not differ over time
within group j, so a; ; = «;. Substituting per the condition, Y;; — Yo + a1 —ajo = Y1 — Yjo + a; —

a;. Canceling terms, Y;; — Yo+ a; —a; =Y;; — Yo = Dj.

Ratio

By definition, ﬁj = :C’Ll;” Under the condition, bias does not differ over time within group j, so
j0*Pj0
B = B;. Substituting per the condition, Y’:'l*ﬂ’:'l = Y’:'l*ﬂf:. Canceling terms,
Y],O*ﬁ],o Y],o*ﬁ]

YiarBj _ Yja _

Yjo*Bj  Yjo )

Percent difference
By definition, PD]- = YaBia _ 1. Under the condition, bias does not differ over time within

Yjo*Bjo
Yj,1*3j,1 _ Yj,1*[3j

_ YiarBj _ Yja _
Yio*Bjo  Yjo*Bj

YioxBj Yjo

group j, so ;. = f5;. Substituting per the condition,

PD;.

. Canceling terms,

Difference in differences

By definition, DiD =Y, ; — Y10 — Yo 1 + Yo0 + @11 — @10 — Qo1 + @g,0- SUbstituting per the
condition, Y31 — Y10 — Yo1 + Yoo + @11 — @10 — Qo1 + @00 = Y11~ V10— Yo1+ Yoot @i~y —
ag¢ + age. Cancelingterms, Y, ; =Y, o= Yo+ Yoo+t a s —ay e —ape tage =Y11—Yio—Yo1 +
Yoo = DiD.

Ratio of ratios

Y1,1#B1,1 Y1,1*B1,1 Y1,1+B1,t
s 55 _ Y10*B10 P s Y10*B10 _ Y10*Buit .

By definition, RoR = TorFor Substituting per the condition, ForFor = Yorfor" Canceling
Yo0,0#B0,0 Y0,0%Bo,0 Yo,0%Bo,t

Yi,1+B1t Y11

Yi0*B1t _ Y10 _

terms, Yoo Bor ~ Yoi — ROR.
Yo,0*Bo,t Yo,0

Ratio of percent differences

Yi1+B11 Y11*B1,1 1 Y1,1+B1t

1
By definition, RPD = 722712 Substituting per the condition, ;2272 — = {1071t _ Canceling

0o1*Bo1_, 01*Fo1_, o.1*Pot_,
Y0,0%Bo,0 Y0,0%Bo,0 Yo,0%Bo,t

Y1,1%B1¢t Y11

Y01t = _ Y10 = _

terms, vt ger— = vy - = RPD.
Yo,0%Bo,t Yo,0
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Condition 3.2 (C3.2): Bias is the same between groups within time period.
On the additive scale, the condition states that gy = 10 = ajpand ag; = a1 = ;4
On the multiplicative scale, it states 0 # By = B1,0 = Bjoand 0 # Bo1 = B1,1 = Bj1-

Difference in differences

By definition, DiD =Y, ; — Y10 — Yo 1 + Yo0 + @11 — @10 — Qo1 + @g,0- SUbstituting per the
condition, Y3 1 — Y30 — Yo 1+ Yoot a1 — a0 — o1 + a0 =Y11 — Y10~ Yo1+ Yoot a1 —ajo—
aj1 + ajo. Cancelingterms, Y; s — Y0 —Yo1+ Yoo+ @j1 —ajo—@j1 tajo =Y 1 — V10— Vo1 +
Yoo = DiD.

Ratio of ratios

Y11*B1,1 Y11*B1,1 Y11+Bja
. 5 _ Y1,0*B1,0 S is Y1010 _ Y10*Bjo .

By definition, RoR = TorFor Substituting per the condition, VouBor = YorBj1- Canceling
Y0,0%B0,0 Yo,0%Bo,0 Yo,0%Bj0

Y1,1+Bj1 Y11

Y10:Bjo Y19 _

terms, VorFis = Yoi = RoR.
YO,O *Bj,o YO,O
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Condition 4.1 (C4.1): The between-time-period trend in bias is the same between
groups.
On the additive scale, the condition states ay,; — a1,0 = @p1 — Qo0 = @j,1 — @; . This condition

illustrates the classic parallel-trends assumption.®2

Fra _ Boa _ & To facilitate algebra below, let Bia

On the multiplicative scale, it states that —= =
1,0 Bo,o j,0 j,0

SO that ﬁl.l = k * BI,O’ and ﬁ()'l = k * B0,0‘
Under this condition, DiD, RoR, and RPD are unbiased.

=k,

Difference in differences

By definition, DiD = Yii—Yi0—Yo1+ Y00+t ar1 —ao— ag1 + agp- Factoring the bias-
factor terms to facilitate substitution, Y1, —Y; 0 — Yo, + Yoo+ @11 —ay0— o1+ apo =Y11 — Y10 —
Yo1+ Yoo+ (@11 — @10) — (@01 — o). Substituting per the condition, Yy ; — Y39 — Yo 1 + Y0 +
(al,l - al,O) - (“0,1 - a’0,0) = Y1,1 - Yl,o - Yo_l + Yo,o + (aj,l - “j,o) - (Olj’l - aj_o). Canceling like
terms, Yy 1 — Yy — Yo1 + Yoo + (@1 — @j0) — (@j1 — @j0) = Yi1 — Y10 — Yo1 + Yo 0 = DiD.

Ratio of ratios

Y1,1+B1,1 Y11*B1,1 Y11 B1a
P 55 _ Y1,0*B1,0 . Y1,0#B1,0 _ Y10 B1,0 P— P
By definition, RoR = TorFor Equivalently, Yor-Bor = Vo1 Bos' Substituting per the condition,

Y0,0%B0,0 Y0,0%B0,0 Yo,0 Bo,0

Y11 B11 Y11 Pja Y11 Bja1 Y11

Y10 Bro _ Y10 Bjo : Y10 Bjo _ Y10

Vo1 Boa ~ Vo1 Pix Canceling terms,@ = Vo1 = RoR.

Yoo Boo Yoo Bjo Yo,0 Bjo Yo
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Condition 4.2 (C4.2): The between-group trend in bias is the same between time
periods.

On the additive scale, the condition states a; ; — ap1 = a1 9 — Qg = @1 ¢ — Ag . This condition
also illustrates the parallel-trends assumption.2

On the multiplicative scale, it states that % = Pio_ &. To facilitate algebra below, let % =k,

0,1 - B0,0 - BO,t o,t
SO that ﬁl,l == k * 30,1’ and ﬁl,o == k * ﬁ0,0'
Under this condition, Di:D and RoR are unbiased.

Difference in differences

By definition, DiD =Y, ; — Y19 — Yo, + Yoo + @11 — @3 9 — @g1 + g0 Factoring the bias-
factor terms to facilitate substitution, Y; ; —Y; 0 — Yy, + Yoo+ @11 —ay0— o1+ @po = Y11 — Y10 —
Yo1+ Yoo+ (11 — o) — (@10 — @ ). Substituting per the condition, Y3 ; — Y39 — Yp1 + Y0 +
(“1,1 - 050,1) - (051,0 - ao,o) =Y11—Yio—Yo1tYot (051,t - Ofo,t) - (au - aO,t)- Canceling like
terms, Yi 4 — Y10 — Yo 1 + Yoo + (@1 — o) — (@1, — @) = Yi1 — Yi,0 — You + Yo 0 = DiD.

Ratio of ratios

Y11*B11 Y1,1*B11 Y11*B11 Y11 P11
. el _— Y10* . Y10* Yo1* Y - -
By definition, RoR = Y;ig;‘; Rearranging terms, Y;fg;g = Y‘;;ﬁf; = 75 ﬁ‘i‘;. Substituting per
Yo0,0%Bo,0 Y0,0#Bo,0 Yo,0%Bo,0 Yo,0 Bo,o
Y11 B11 Y11 Bt Yia Bre Y11

‘- Yo,1 Boa _ Yo1 Bot . Yo1 Bot _ Y10 _
the condition, Vro Fro = Vio Por Canceling terms, Vio Frc — Toi = RoOR.

Yo,0 Bo,0 Yo,0 Bo,t Yo,0 Bo,t Yo,0
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Web Appendix 2

In this section, we view the bias factors, ;¢ and Bj e and the estimated measures (Table 1, main
text) as random variables rather than as fixed parameters. The conditions (Web Table 1) are thus defined
under slightly different definitions, expressed in terms of expected values. Under these conditions, we
show that the estimated absolute measures (5]- and D1D) are statistically unbiased, E[ﬁj] = D; and
E[DTD] = DiD. To do so, we follow the same general algebra as outlined in Web Appendix 1 while also
invoking linearity of expectation and the fact that the value of the outcome in each group and time in the
total population, Yt is considered constant, so E[Yj,t] =Y. The estimated relative measures (}?j, PADJ-,
RoR, and RPD), however, are generally not statistically unbiased, based on our definitions. In our
formulations, demonstrating no bias in the estimated relative measures would involve taking expectations
of quotients of random variables. The expectation of a quotient of random variables is not generally the
quotient of their expectations. Instead, we show that the estimators of relative measures are statistically
consistent, 8 5 6, as is commonly applied in epidemiology.®

One additional note: our focus in this manuscript is the patterns of bias between groups and time
periods. We have thus defined the estimated measures as a function of their constituent measures with
bias factors applied in each group and time period (Table 1). An alternative, perhaps more
straightforward, way to define the estimated ratio measures could be with an overall bias factor for the
summary measure. Under this alternative conceptualization, it can be shown that the relative measures are
unbiased if the multiplicative bias factor is expected to equal one. Suppose the estimated ratio, I?j, were
alternatively defined as }?]- = R; * B, where ; is a multiplicative bias factor. By the definition of bias, Rj
is unbiased if E[R; | = R;. Substituting the definition just noted for R;, E[R; | = E[R; * B;]. R; isa
constant population parameter and is independent of the random variable 8;: E[R; * B;] = E[R;] * E[B;]-
Again, because R; is a constant, E[R;] = E[8;] = R; = E[B;]. If E[B;] = 1, then E[R; | = R; « E[B;] =

We can use the analogous approach to show that the estimated percent difference, ﬁDj, ratio of
ratios, RoR, and ratio of percent differences, RPD, are unbiased. For completeness, we do so here. Define
PD; as PD; = PD; * fB;, where f; is a multiplicative bias factor. E[PD;] = E[PD; * B;]. PD; is constant,
so E[PD; = B;| = E[PD;] » E[;] = PD; * E[B,]. If E[;] = 1, then E[PD;| = PD; x E[B,;] = PD; * 1 =
PD;. Similarly, define RoR as RoR = RoR * f3, where § is a multiplicative bias factor. RoR is constant,
s0 E[RoR| = E[RoR * B] = RoR = E[B]. If E[8] = 1, then E[RoR| = RoR * E[] = RoR * 1 = RoR.
Finally, define RPD as RPD = RPD * 3, where f is a multiplicative bias factor. RPD is constant, so
E[RPD] = E[RPD = 8] = RPD * E[B]. If E[B] = 1, then E[RPD| = RPD * E[B] = RPD = 1 = RPD.
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Web Table 2. Bias conditions considering the estimates and bias factors as random variables.

Sufficient for these
summary measures to
be statistically
No. Description Scale Notation® unbiased or consistent.
(g | Inexpectation, there is no bias in | Absolute Elago] = E[ag,]| = E[as0] = E[as1] = 0. D;, DiD
any group in any time period. Relative E[Boo] = E[Bo1] = E[Bro] = E[B11] = 1. R;, PD;, RoR, RPD
In expectation, bias is the same | Absolute Elage] = E[ag,]| = E[ay o] = E[ay 1| = Elal]. ;, DiD
2E across all groups and time . .
periods. Relative 0 # E[Boo] = E[Bo1]| = E[B1o] = E[B11] = EIB]. :» PD;, RoR, RPD
Elago| = Elag 1| = E|ag ], and -
In expectation, bias is the same | Absolute Lt _ L. _ L) Dj, Db
. . - E[al'o] = E[alyl] = E[alyt].
3.1.E | between time periods within 0% E[ﬂ ] — E[ﬁ ] — E[ﬂ ] and
group. Relative S B e R;, PD;,RoR, RPD
0=+ E[ﬁLo] = E[.Bl,l] = E[,Bl,t]-
E[aolo] = E[allo] = E[a"o], and —
In expectation, bias is the same | Absolute Elag] = E[ar4] = E[(IJ- ] DiD
3.2.E | between groups within time 0 ;g[ ] _11’51[ ] —]l’?l[. T and
period. Relative Bool| = E|B10] = E[Bjo), AR
0 # E[Bos] = E[B1a] = E[Bja].
e The e;?ectsq bgt_wegn;}ime- Absolute | Efay,s — a10] = E[aos — o] = E[aj1 — aj]. DD
.1.E | period trend in bias is the same . Bii] _ o |Boal _ £ [Bia _
between groups. Relative E 5ol = E 00l = E 5l RoR
The expected between-group Absolute | Efay, — ag1] = E[ar0 — ag0] = E|ar — @] DD
4.2.E | trend in bias is the same between Relati g |Bu] = g [Bre] = g [Bre] _
time periods. elative (Borl ~ " [Bool ~  |Bocl RoR
Neither the expected between- Elay1 — a10] # E[ag1 — a0,), and
time-period in bias is the same | Absolute ) T None
: E[al,l 0-’0,1] * E[“l,o ao,o]-
5E between groups, nor is the
expected between-group trend in ] B B B B
bias the same between time Relative E [ﬁ] +E [ﬁ ,and E [ﬁ] +E [ﬁ] None
periods.

aThe meaning of the word trend in Conditions 4.1. and 4.2 depends on the scale. Please refer to the notation for further precision.
PFor expressions involving the relative bias factor, we stipulate that 8, # 0 so that the adjacent Y; . does not drop out of the expression, creating
unusual results.




Web Materials for On selection bias in scale-dependent summary measures of smartphone-
measured movement data: an illustration of no-bias conditions with a commercial data source

Condition 1E (C1E): In expectation, there is no bias in any group in any time period.
On the additive scale, this condition states that E[ag o] = E[ag1] = E[a1,0] = E[a11] = 0.
On the multiplicative scale, it states that E[By o] = E[Bo1] = E[Br0] = E[B11] = 1.
Under this condition, D; and DiD are unbiased estimators of D; and DiD, respectively, and R;,
PD;, RoR, and RPD are consistent estimators of R;, PD;, RoR, and RPD, respectively.

Linear difference

We show that under the noted condition, the expected value of the estimator is equal to its
estimand: E[ﬁ-] = D;. By definition, E[D;] = E[Y;; — Y; 0 + @; 1 — a; ). By linearity of expectation,
E[Y;, - 1 0+ %1 = &o] = E[Y;1] = E[Yjo] + Elaj] = Elajol- E[Y;e] = Yie, 50 E[Y;1] = E[Y0] +
Elaj,] — Elaj o] = Y1 — Yj0 + E[aj1] — E[aj]. For reference in subsequent conditions, we refer to the
above sequence of statements as preliminary propositions for Dj.

Substituting per the condition, Y;; — Y; o + E[aj1]| — E[a;0] = Yj1 — Y0+ 0—0= D;.

Ratio

We show that under the noted condition, the estimator converges in probability to its estimand: R;
LA R;. By definition, I?j Yj: By the Weak Law of Large Numbers (WLLN), Y. i1 and Y, Y; o each converge
in probability to their expected values, E[Y;;] and E[Y;o]. Let f(a,b) = - Given Y, 5 E[Y;,]and

Y]1£>E[ Vi1l

I R . . I
Y; o = E[Y;,], by the Continuous Mapping Theorem, f(¥;,,%;,) = TN

, assuming E| ]0] * 0.
EVjal _ E[Yja*Bja]
E[Vjo]  E[Yjo*Bjol
guotient is thus the product of their expectations:
E[Yjal<E[Bja] _ Yja*E[Bjal
E[Yjol+E[Bjo]  Yjo*E[Bjo] ~
statements as preliminary propositions for R;.

]1 *E[Bja] _ Yjux1 Yy, R
=L1=R.
O*E[BJO] Yjoxl  Yjo

By definition,

. All values of Y; ; are constant, so the expectation of each product in the

E[Yj1*Bja] _ E[Yjal<E[Bja]
E[Yjo*Bjol  E[Yjol*E[Bjo]

. For reference in subsequent conditions, we refer to the above sequence of

. Because E[Y;(] =Y,

Substituting per the condition,

Percent difference

We show that under the noted condition, PD —>PD By definition, PD Y — 1. By the

]O

WLLN, Y; —> E[Y;1], Y0 5 E[Y; 0] and the constant one converges to itself. Let f(a,b) = 3 — 1 where
b # 0. Given Y, —>E[ ;1]and ¥, o DE[P 0], by the Continuous Mapping Theorem, £ (¥;,,7; 0) = Y”

P E[Yj4] e s E[Y '1] E[Yj1%Bja] . E[Yj1%Bj]

1-—=£= — 1. By definition, === — 1 = ==2~—2= — 1. Y;, is constant, so 22—~ — 1 =
E[¥ 0] y E[¥)] E[YjoBjol st E[Yj0%Bjol
Byl BlBial _ g _ ViarBlBja] 1. For reference in subsequent conditions, we refer to the above sequence
E[Yjo|+E[B0] Yj0+E[Bjo] -
of statements as preliminary propositions for PD;.
Substituting per the condition, YyaBlBia) g _Yiarl g _Yia g PD;.
Yjo*E [ﬁj o] Yjoxl Yio

10
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Difference in differences
We show that under the noted condition, E[DiD] = DiD. By definition, E[DiD] =
E[Yi1—Yi0—Yo1+ Yoo+ 11 — aro — @1 + @o)- BY linearity of expectation, E[Y;; — Y0 — Y1 +
Yoo+ a1 —ai0— @1+ 050,0] = E[Y1,1] - E[YI,O] - E[Y0,1] + E[Yo,o] - E[a’1,1] - E[al,O] -
E[ag1] + E|aop]. Because E[Y; ] = Y; ., E[Y11] — E[Y10] — E[Yo1] + E[Yoo] + E[at1,1] — E[a1,0] —
Elag1] + Elaoo] =Y1i1—Yio—Yo1 + Yoo + E[ar1] — E[ay 0] — E[ao1] + E[ag,]. For reference in
subsequent conditions, we refer to the above sequence of statements as preliminary propositions for DiD.
Substituting per the condition, Y3 1 — Y30 — Yo1 + Yo,0 — E[ay 1] — Ea1 0] — E[ao.] +
Elago] =Yi1—Yio—Yo1+Yoo+0—-0—-0+0=Y,; —Y;o— Yy, + Y50 = DiD.

Ratio of ratios

?1.1
e —— D e Tig
We show that under the noted condition, RoR > RoR. By definition, RoR = 2. By the WLLN,
Yo,0
P oo 16 P ote 10 P oo o P o > asd
Vi1 - E[V1a] Va0~ E[Yao) Yo E[Y4] and ¥y 0> E[Yo]. Let f(a,b,c,d) =% = —— By the
a
Vi ElVaa] "
. . 5 o o o Y10 P E[Y . E[7 I
Continuous Mapping Theorem, (1.1, Y10, Y1, Y00) = +~— [3"’], assuming [¥o,] # 0. By definition,
" 4 4 ’ & E Y0,1 E[YQ'O]
YO,O E ?0'0
E[V1,1] E[Y1,1*B1,1] E[Y1,1*B1,1] E[Y1,1]+E[B1,] Y1,1+E[B1,1]
E[Y10] _ E[Y1,0*B1,] ; E[Y10+B1,0] _ E[Y1,0]*E[B10] _ Y1,0*E[B1,0]
HTod] = Flvor-hor]: CACN Value of Y is constant, s0 g “mr i = 2o sy = 5 g, For reference
E Yo,0 E[Y0,0%B0,0 o E[Y0,0%Bo,0 E[Y0,0]*E|Bo,0 ~ YoorF Bo,o o
in subsequent conditions, we refer to the above sequence of statements as preliminary propositions for
ROR.
Y1,1+E[B1,] Yi1#1 Y11
P— . Y10*E[B10] _ Y10*1 _ Y10 _
Substituting per the condition, VorElRoa] = YorT = Yor = RoR.
Y0,0*E[Bo,0 Yo,0%1 Yo,0

Ratio of percent differences

We show that under the noted condition, RPD % RPD. By definition, RPD =

~)

11_4
1,0
Yoi_
Yo,0

=)

)|

. By the

WLLN, ¥, 4 5 E[V11], Y10 5 E[Y10), Vo1 5 E[Y1], Yo, 5 E[¥,], and the constant 1 converges to

a

itself. Let f(a,b,c,d) = [y By the Continuous Mapping Theorem, f(¥y1,% 0, %1, Y0) =

E_l
Y11 E[Y1,1*B1,1] [ ] E[Y1,1*B1,1]_
Y10 = P E[Y10*B1,] . EYo1*Boa : E[Y1,0*B1,0]
= - —_ f 0L =
Tox HlVo1foal ' assuming ot e 1 # 0. Each value of Y;, is constant, so ;=2 -
Yo,0 E[Y0,0%Bo,0 E[Y0,0*Bo,0
E[Y1,1]+E[B1,1] Y1,1*E[B1,1]
E|Y *E Y1 0*E . .
Yool ElBrol _ YaoElbsol g reference in subsequent conditions, we refer to the above sequence of

E|Yo,1|*E[Bo,1 Yo,1*E|Bo,1 1
E[Y0,0]*E[Bo,0 Yo0,0*E[Bo,0
statements as preliminary propositions for RPD.

Y1,1+E[B1,1] Yy,1+1 Y11 1

L. .. Y10*E[B10] = _ Y10*1 © _ Y10 = _
Substituting per the condition, VorBlfod - = Yol o = Vo1 o = RPD.
Y0,0*E[Bo,0 Yo,0+1 Yo,0
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Web Materials for On selection bias in scale-dependent summary measures of smartphone-
measured movement data: an illustration of no-bias conditions with a commercial data source

Condition 2E (C2E): In expectation, bias is the same across all groups and time periods.
On the additive scale, this condition states that E[ag o] = E[ao ]| = E[a1,0] = E[a11] =
On the multiplicative scale, it states that 0 # E[Bo,0] = E[Bor] = E[Bro] = E[B1:1] = E[[>’
Under this condition, D; and DiD are unbiased estimators of D; and DiD, respectively, and R;,
PD;, RoR, and RPD are consistent estimators of R;, PD;, RoR, and RPD, respectively.

Linear difference

We show that under the condition, E[ﬁj] = D;. By the preliminary propositions noted above for
D;, E[Dj] =Y, — Yjo + E[aj1] — E[a; o]. Substituting per the condition, Y; ; — Y;, + E[a; 1] —
E|ajo] = Y;1 — Y0 + E[a] — E[a]. Canceling terms, Y;, — Y; o + E[a] — E[a] = Yj; — Y;o = D;.

Ratio
We show that under the noted condition, ﬁ’- 5 R;. By the preliminary propositions noted above

s o5 D Yj 1*5[3 1] 1 E[ﬁ 1] *E[B]
for R;, R; » L=——L= Substituting per the condition, Y, L Cancelln terms
, DT Y 0+E[Bjo) gp Yjo*E[Bjo] Y,o *E[B g E[B]
i1 _ p
Yo = RJ.

Percent difference

We show that under the noted condition, FD- 5 PD;. By the preliminary propositions noted
P Yji* E['BJ 1] Yjq E[B} 1] _ Y;1+E[B]

above for PD;, PD; - — 1. Substituting per the condition, 22— — 1 = -1
]O*E[BJ,O] gp Yjo E[B} o] Yjo*E[B]
*E[S] Y 1= )

Canceling terms on Y. EBl -1= Yo 1=PD;.

Difference in differences

We show that under the noted condition, E[DTD] = DiD. By the preliminary propositions noted
above for DiD, E[DiD]| =Yy 1 — Y10 — Yo1 + Yoo + E|[as1] — E[a1 0] — E[ao 1] + E[to,0]- Substituting
per the condition, Yy ; — Y3 o — Yo1 + Yo + E[a1 1] — E[ar0] — E[aon] + E[@oe] = Yi1 — Yio— Yo1 +
Yoo + Ela] — E[a] — E[a] + E[a]. Canceling terms, Y1 1 —Y; o — Yo 1 + Yo 0 + Ela] — E[a] — E[a] +
E[a] = Y1,1 - Yl,O - Y0,1 + YO,O = DiD.

Ratio of ratios
We show that under the noted condition, RoR % RoR. By the preliminary propositions noted

Y1,1+E[B1,1] Y1,1+E[B1,] Y1,1*E ﬁ]
above for RoR, RoR = 2226wl g netituting per the condition, 222 ElEel _ Y10 E 6] "~y oeling terms,
Yo,1*E[Bo,1 ' Yo,1*E[Bo,1 Yo, 1*E[ﬁ]
Yo0,0*E[Bo,0 Y0,0*E[Bo,0 Yo,0*ELA]
Y1,1*E[B] Y11
Y10+E[B] _ Y10 _
Yo1*EIBl — Yo1 RoR.
Yo,0*E[B] Yo,0
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Web Materials for On selection bias in scale-dependent summary measures of smartphone-
measured movement data: an illustration of no-bias conditions with a commercial data source

Ratio of percent differences
We show that under the noted condition, RPD 2 rPD. By the preliminary propositions noted

Y1,1*E[B1,1 1 Y11*E[B11 1 Y1,1*E[B]
5571 BT P Y1,0*E[B1,0 P e Y1,0*E|B1,0 _ Y1,0*ElB] .
above for RPD, RPD — Voa HlBoa] Substituting per the condition, Vou ElBoa] , - Yoa BB Canceling
Y0,0*E[Bo,0 Y0,0*E[Bo,0 Yo,0*EB]
Y1,1+E[B] Y11
Y10+E[Bl = _ Y10 T __
terms, 7 iar— = 7oy = RPD.
Y0,0*E[B] Yo,0

13



Web Materials for On selection bias in scale-dependent summary measures of smartphone-
measured movement data: an illustration of no-bias conditions with a commercial data source

Condition 3.1E (C3.1E): In expectation, bias is the same between time periods within group.
On the additive scale, this condition states that

E[ao'o] = E[ao'l] = E[ao't] and that E[al'o] = E[a’l'l] = E[al't].

On the multiplicative scale, it states that

0 # E[Boo] = E[ﬁ01] = E[ﬁOt] and that 0 # E[B1 0] = E[B11] = E[Bue]- R

Under this condition, D; and DiD are unbiased estimators of D; and DiD, respectively, and R;,
15\ RoR, and RPD are consistent estimators of R;, PD;, RoR, and RPD, respectively.

Linear difference

We show that under the condition, E[ﬁj] = D;. By the preliminary propositions noted above for
D;, E[D;] = Y;1 — Yjo + E[aj1] — E|a; 0] Under the condition, bias is not expected to differ over time
within group j, so E[a; ] = E[a;]. Substituting per the condition, Y;; — Y;o + E[a; 1| — E[aj ] = ;1
Y;o + E[aj] — E[a;]. Canceling terms, Y; ; — Y; o + E[a;] — E[a;] = ¥;1 — ;0 = D;.

Ratio

We show that under the noted condition, R]- 5 R;. By the preliminary propositions noted above
B p Y;1*E[Bja]
YJ o*E[Bjol

E[B;] = E[B;]. Substituting per the condition,

R;.

for R Under the condition, bias is not expected to differ over time within group j, so

Yi1*E[Bji] _ Yj1*E[B)] Yj*E[B;] _ Yia _
Yjo* E[B] ol Yj,o*E[ﬁj] Yjo* E[B]] YJ-O

Canceling terms,

Percent difference
e D - .
We show that under the noted condition, PD; — PD;. By the preliminary propositions noted

above for PD F’D P Yja*ElBjal 1. Under the condition, bias is not expected to differ over time within

Yj, O*E[BJO]
ji E[ﬁ] 1] _ _ Yj,l*E[ﬁ]] _ H
group j, so E[B;] = E[B;]. Substituting per the condition, —on o] L= Vs - Canceling
y]'.l*E[ﬁj] _ — & — = :
terms, 2 mE 1= PD;.

Difference in differences

We show that under the noted condition, E[DTD] = DiD. By the preliminary propositions noted
above for DiD, E[DiD| =Yy, — Y10 — Yo1 + Yoo + E[ar 1] — E[a10] — E[@o] + E[o,0]- Substituting
per the condition, Y; 1 — Y3 o — Yo1 + Yo + E[a1 1] — E[a10] — E[aoq] + E[@oe] = Yi1 — Yio — You +
Yoo + E[ar ] — E[ar] — E[aos] + E[ao, ] Canceling terms, Yy 1 — Y30 — Yo 1 + Yoo + Efay:] —
Elay¢] — E[aos] + Elao] = Y11 — Y10 — Yo1 + Yoo = DiD.

Ratio of ratios
e — D - .
We show that under the noted condition, RoR — RoR. By the preliminary propositions noted

Y1,1+E[B1,1] Y1,1*E[B1,1] Y1,1+E[B1,t]
Y1 0+E Y1 0*E| Y1 0*E .
above for RoR, RoR = L20-Ef10] . Substituting per the condition, Lol _ Yao-Flnel Canceling terms,
Yo,1*E|Bo,1 *E|Bo,1 Yo,1*E|Bo,t
Y0,0E|Bo,0 Yo,o*E Bo,o Y0,0*E|Bo,t
Y1,1+E[B1,¢] Y11
Y10*E[B1t] _ Y10 _
Yoa*ElBot] ~ Yoi T RoR.
Y0,0+E[Bo,t Yo,0
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measured movement data: an illustration of no-bias conditions with a commercial data source

Ratio of percent differences
We show that under the noted condition, RPD 2 RPD. By the preliminary propositions noted

Y11+E[B11] Y1,1*E[B1,1] Y1,1*E[B1,¢]
1,0*E[B1,0] _ Y10*E[B1¢]

P v10+E[B1,0]

_— - - s Y .
above for RPD, RPD =y "—2a " Substituting per the condition, 77~ 57— = 7~ - Canceling
Y0,0*E|Bo,0 Yo,0*E|Bo,0 Yo,0%E[Bo,t
Y1,1+E[B1,¢] 1 Y
Y10*E[B1t] ~ _ Y10 = _
terms, YorElfod . Yoi o = RPD.

Yo,0%E|Bo,t 1 Yo,0
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Web Materials for On selection bias in scale-dependent summary measures of smartphone-
measured movement data: an illustration of no-bias conditions with a commercial data source

Condition 3.2E (C3.2E): In expectation, bias is the same between groups within time period.
On the additive scale, this condition states that

E[ao'o] = E[al'o] = E[aj,o], and E[a’o’l] = E[al'l] = E[aj'l].

On the multiplicative scale, it states that

0+ E[ﬁo,o] = E[ﬁm] = E[ﬁj,o], and 0 # E[ﬂo,1] = E[ﬁm] = E[ﬁj,1]-

Under this condition, DiD is an unbiased estimator of DiD, and RoR is a consistent estimator
RoR.

Difference in differences

We show that under the noted condition, E[DTD] = DiD. By the preliminary propositions noted
above for DiD, E[DiD| = Yy 1 — Y19 — Yo1 + Yoo + E[a1] — Eas0] — E[ao1] + E[ao]- Substituting
per the condition, Yy ; — Y10 — Yo1 + Yoo + E[as 1| — E[a1 0] — E[ao1] + E[ae] = Vi1 — Va0 — Yo +
Yoo+ E[ajjl] — E[aj,o] — E[aj_l] + E[aj,o]. Canceling terms, Yy 1 —Y;0— Yy 1 + Yoo + E[ajjl] —
Elajo] — Elaji] + Elajo]l = Y11 — Y10 — Yo1 + Yoo = DiD.

Ratio of ratios
We show that under the noted condition, RoR 2 RoR. By the preliminary propositions noted

Y1,1*E[B1,1 Y11 E[B11 Y11 E[B1a ;1'1 Elfj1
—— —— D Yq0+E Y10 E . L. Y10 E 1,0 E(B;
above for RoR, RoR — —~2Elb10l _ 110 Elb1ol Substituting per the condition, -=> Buol _ L0
Yo,1*E|Bo,1 Yo,1 E|Bo1 Yo,1 E|Bo,1 Yo E|Bj1
Y0,0%E|Bo,0 Yo0,0 E[Bo,0 Yo,0 ElBo,0 Y00 E[Bj,
Y1,1%E|Bj4 Y11
. Y1,0+E|B; Y10
Canceling terms, —=———2% = 222 — RoR.
Yo,1*E B]',l %
YO,O*E B]',O 0.0
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measured movement data: an illustration of no-bias conditions with a commercial data source

Condition 4.1E (C4.1E): The expected between-time-period trend in bias is the same between
groups.

On the additive scale, this condition states that E[a; ; — @y 0] = E[ato1 — @0,0] = E[aj1 — @ 0]-
This is the classic parallel-trends assumption.t

On the multiplicative scale, it states that E [ﬁ“] =E [&] = [Bl 1] To facilitate algebra below,

B0 Boo Bjo

Bja

let E [4] =k.
Bjo

Under this condition, DiD is an unbiased estimator of DiD, and RoR and RPD are consistent
estimators, respectively, of RoR and RPD.

Difference in differences

We show that under the noted condition, E[DTD] = DiD. By the preliminary propositions noted
above for DiD, E[DiD]| = Y31 — Y19 — Yo1 + Yoo + E[ay 1] — E[@s0] — E[a@o,1] + E[ao,]- Factoring
the expected values of the bias-factor terms to facilitate substitution, Y; ; —Y; o — Yo, + Yoo + E [0‘1.1] -
Elayo] — E[ao1] + E[aoo] = Yi1 = Y10 = You + Yoo + (E[ar 1] = E[a1,0]) = (E[a 1] — E[@o,0]). By
linearity of expectation, Y3 — Y3 o — Yo 1 + Yoo + E[@11 — a1,0] — E[@o1 — @o,0]. Substituting per the
condition, Y3 1 — Yy 9 — Yo 1 + Yoo + E[ar1 — a10] — E[@g — @00] = Y11 — Y0 = You + Yoo +
Elaj1 — ajo] — E[aj1 — ajo]- Canceling terms, Yy ; — Y30 — Yo, + Yoo + E|aj1 — ;0] —
Elaj; — ajo| = Y11 — Y10 — Yo + Yoo = DiD.

Ratio of ratios

= =<
G
o [~

We show that under the noted condition, RoR 5 RoR. Note that RoR =

=)
(=)
i

- 7
.LetRj-; =>*and
Y10

k=l
°

r—|"<)

Ri_o = 221 5o that RoR is alternatively defined as Rj=1 By the WLLN, R, B E[R i=1], and
J Yo,0 R J

Ri=o E’E[ﬁjzo]- Let f(a,b) = % By the Continuous Mapping Theorem, f(Rj_l,ﬁj_O) = j=1 =
[Y11 [Yl 1*B1, 1] [Y11 1311

55 P E[§j=1] . ) P ﬁj: Y10l _ "[Y10%B10] _ "Y1 B10 Y11
RoR—>E[§j=O], assuming E[Rjzo] # 0. By definition, B[R [YM = [YM ﬁM] = [m @] Yo d
Yo,0 Y0,0B0,0 Yo,0 Bo,o ’
[ﬁ*m Y11, p[P1, 1] Y11 B11 Y11, [/211]
Y, Y Yio Y
Y01 are each constants, S0 — S EL0 = 10 |0 . Substituting per the condition, 3= 610 i LY
0.0 [Y 1, Poa] — You, [ Yo 1* ﬁ'o1 y01 ,8]1
' Yo,0 Boo Yoo Boo Yo,0 Boo Yoo 3}0
Vi1, [h] Yia
Bj Y10
Canceling terms, —’j" = +2 = RoR.
You plfia) 0L
Yo0 [Bjo Yoo
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measured movement data: an illustration of no-bias conditions with a commercial data source

Condition 4.2E (C4.2E): The expected between-group trend in bias is the same between time
periods.

On the additive scale, this condition states that E[a; ; — ag 1| = E[ay0 — @o0] = E[ays — o).
This is also the parallel-trends assumption.t

On the multiplicative scale, it states that E [ﬁ“] =E [&] =E [@]
ﬁ()l B0,0 BO,C

Under this condition, DiD is an unbiased estimator of DiD, and RoR is a consistent estimator
RoR.

Difference in differences

We show that under the noted condition, E[DTD] = DiD. By the preliminary propositions noted
above for DiD, E[DiD] = Yy, — Y19 — Y1 + Yo + E[as1] — E[a10] — E[@o 1] + E[0,0]- Factoring
the expected values of the bias-factor terms to facilitate substitution, ¥; ; — Y o — Yo 1 + Yo,0 + Efay 1] —
Elay o) — E[ao] + E[aoo] = Yi1 = Yio = You + Yoo + (E[ai1] — E[ao1]) — (E[aie] — E[ao,])- By
linearity of expectation, Yy ; — Y30 — Yo 1 + Yo 0 + E[a11 — @01] — E[a1,0 — @o,0]- Substituting per the
condition, Yy ; — Y30 — Yo1 + Yoo + E[as1 — g1 — E[azo — @00] = Vi1 — Yo — Yo1 + Yoo +
E[al't - ao't] - E[al‘t - ao’t]. Cancellng termS, Yl,l - Y1,0 - Yo’l + YO,O + E[allt - ao,t] -
Elay; — age] = Y11 — Y10 — Yo1 + Yo = DiD.

Ratio of ratios

?1.1 ?1.1
.. — P . —_ Y10 1%
We show that under the noted condition, RoR — RoR. Rearranging terms, RoR = & = 3. Let
; Yoo Yoo
Roey = i“ and Ry = 52, such that RoR is alternatively defined as RoR = z'=-. By the WLLN,
0.1 t 0

PN

R, > E[R;-4], and tho 5 E[R;=o]. Letf(a,b) = 5. By the Continuous Mapping Theorem,

E[Re=y] _ E[ii—ﬂ _

" E[Re=o] - E[%_:g] -

f(Ri=1,Re=0) = %: RoR > E{ = 11 assuming E[R,=o| # 0. By definition,

E[Y1,1*ﬁ1,1] [Y1,1 131,1] [M*& Y11, .[Ba, 1]
Yo1+ Y Y. Y Y
orborl _ _Yor Porl T4y ﬂare each constants, 50 —2ifo = Yor_Poil g hetituting per the
[Y1,0 31,0] [Y1,0 B1, 0] Yo1 Yo,0 E[Y10 B0 Y10 B1, 0]
Y0,0%B0,0 Yo,0 Bo,0 Yo,0 Boo Yoo Bo,o
P LLE® 1] Yi1,p ﬁlt] Y11, p[PL t] Y11 Y11
. Yo1 Y Y Y
condltlon, m E ﬁ ’;‘1’ i] Canceling terms, y‘l’;—’;‘l’i] = ﬁ = ﬁ = RoR.
Yo,0  LBo,o Yo,0  LBot Yo,0  LBo,t Yo,0 Yo,0
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