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1. Experimental data

A. Experimental Hi-C data. For analyzing IMR90, GM12878, and CH12-LX cells, we used the experimental data (1) deposited in
the Gene Expression Omnibus (GEO) database (2) with the accession number GSE63525. The contact matrix was normalized
with the Knight and Ruiz (KR) method (3) when analyzed with the correlation coefficient between vectors in the contact
matrix (4) as shown in Fig. 5B and to calculate the compartment signal (PC1) in Figs. 1 and 6.

B. Experimentally observed frequency of lamina-chromatin association. The Lamin-B1 ChIP-seq data for ER:Ras expressing
IMR90 cells (5) were obtained from the GEO database (2) with the accession number GSE49341. FASTQ files for the three
LMNB1 ChIP-seq experiments marked as No 4OHT and the corresponding three input reads were used for analysis. The reads
were mapped to the hg19 reference genome sequence (6) using bwa aln command (7). Alignments on low-mappability regions
were filtered out by intersecting with the complement of the wgEncodeDacMappabilityConsensusExcludable dataset (8) using
bedtools (9). Duplicate mappings were filtered out by samtools rmdup command (10). Then, the pileup count was computed
for each alignment using macs2 callpeak command, and the enrichment signal was calculated at each base by dividing ChIP-seq
pileup count by input pileup count (11). The enrichment signal was averaged over each 100-kb bin and over the three replicates.
We denote the log2 of the average enrichment signal by {L̃i} where i is the index number of the 100-kb bins over the genome.
We used the thus derived {L̃i} for comparison with the simulation results in Fig. 7 and Fig. S12.

C. Experimentally observed frequency of nucleoli-chromatin association. The tiling array data for nucleolus-associated
chromosomal domains in proliferating IMR90 cells (12) was obtained from the GEO database (2) with the accession number
GSE78043. The RATIO_CORRECTED column in the dataset, which is the normalized log2 enrichment of nucleolus association,
was extracted and averaged over each 100-kb bin and over the two replicates. We denote the result by {Õi} where i is the
index number of the 100-kb bin running over the genome, and used it for comparison with the simulation results in Fig. 7 and
Fig. S13.

2. Neighboring region contact index (NCI)

A. NCI with 50-kb and 100-kb resolution. The experimental Hi-C data analyzed in the present study has the 1-kb resolution (1).
Here, in order to analyze the 50-100 kb scale physical features of chromatin, we summarized these 1-kb loci into bins of 50-kb
regions. We define the total contact counts between the ith 50-kb region and the jth 50-kb region as

Ci,j =
∑

k∈ith region

∑
l∈jth region

mkl, [S1]

where k and l label loci with the 1-kb resolution, and mkl is the contact counts between the kth and lth loci of the sequence.
We found that Ci,i±1 is an important factor for describing the contact pattern shown in Fig. 1A in the main text. If the bias of
the Hi-C data at the ith region is represented by a multiplicative factor b(i), the unbiased contact frequency Pi,j is defined
by Ci,j = b(i)b(j)Pi,j . Then, the effects of the bias are eliminated from Ci,i±1 by defining Neighboring Region Contact Index
(NCI) at the ith 50-kb region,

W50 kb(i) = 1
2

[
Ci,i+1√

Ci,iCi+1,i+1
+ Ci,i−1√

Ci,iCi−1,i−1

]

= 1
2

[
Pi,i+1√

Pi,iPi+1,i+1
+ Pi,i−1√

Pi,iPi−1,i−1

]
. [S2]

To derive the second line of Eq. S2, Ci,i = b(i)2Pi,i and Ci±1,i±1 = b(i± 1)2Pi±1,i±1 were used. In Figs. 1B and 1C, NCI was
plotted with a 100-kb resolution, using

W100 kb(k) = 1
2 [W50 kb(2k) +W50 kb(2k + 1)] [S3]

for NCI of the kth 100-kb chromatin region.

B. The ABu annotation of the genome. The genome was divided into bins of 100 kb. The NCI was smoothed over 500 kb
around the kth 100-kb region as

w(k) = 1
5

2∑
l=−2

W100 kb(k + l). [S4]

Then, from the distribution of w(k), the Z score of NCI, Zw(k), was calculated using the mean 〈w〉 and the deviation σw
as Zw(k) = (w(k)− 〈w〉) /σw, where 〈w〉 and σw were calculated by taking average over 22 chromosomes excluding the X
chromosome. For these 22 chromosomes, a pair of homologous chromosomes were assumed to have the same NCI and therefore
the same Zw(k). Then, each 100-kb region was classified into type A for Zw ≥ 0.3, type B for Zw ≤ −0.3, and type u for
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−0.3 < Zw < 0.3. DNA regions having repetitive sequence (e.g., pericentromeric regions), for which the Hi-C data are not
available, were regarded as type-B.

The active and inactive X chromosomes should have different NCI values. However, we cannot directly calculate their
difference from the non-allelic Hi-C data. Here, we approximated the NCI to be small everywhere in the inactive X chromosome;
therefore, the entire inactive X chromosome was approximated to be type B. With this small NCI approximation for the
inactive X chromosome, the variation of the non-allelic NCI should reflect the variation of NCI in the active X chromosome.
Therefore, we defined 〈w〉 and σw from the non-allelic Hi-C data of the X chromosome to calculate Zw in the X chromosome,
and we used this Zw to annotate the active X chromosome in the same way as in the other chromosomes.

3. Estimating the coarse-grained interactions between 100-kb chromatin regions

We simulated a system of chromatin chains with a 1-kb resolution to estimate the coarse-grained interactions between 100-kb
chromatin regions. In this section, the system with 1-kb resolution is referred to as the fine-grained (FG) system and a 100-kb
region is referred to as the coarse-grained (CG) region.

A. The 1-kb resolution model of chromatin chains. The FG system consists of Nc copies of chromatin chains, and each chain
consists of Nb beads; NFG = NcNb is the total number of beads in the system. Each bead represents a 1-kb chromatin region
and three-dimensional vector ri represents the position of the ith bead. Each bead is either type A (active, euchromatin-like)
or B (inactive, heterochromatin-like), and we considered type-A (B) chains in which all beads are type-A (B). In our 1-kb
resolution model, type-A and type-B chains are distinguished by (1) the one-dimensional features of the loop kinetics and by
(2) the presence/absence of attractive interactions between nucleosomes.

A.1. The fine-grained potential function . We used the FG interaction potential between 1-kb beads, Ukb,

Ukb = Uspring + Uexcl + Unucl-nucl + Ucohesin, [S5]

where Uspring =
∑

i
uspring(rii+1) connects neighboring beads along the chain with rii+1 = |ri − ri+1| and

uspring(r) =
{

1
2Kkb(r − σkb)2 (r > σkb)
0 (r ≤ σkb) . [S6]

When two 1-kb chromatin regions spatially overlap with each other, they should show soft volume-excluding repulsion. We
modelled this effect using a potential, Uexcl =

∑
i,j
uexcl(rij), with rij = |ri − rj | and

uexcl(r) =


0 (r > σkb)

εkb

(
1−

(
r
σkb

)2
)3

(r ≤ σkb) . [S7]

Here, we did not consider the hard repulsion as topoisomerase II should disentangle the colliding chains. The functional form
of Eq. S7 closely resembles to a Gaussian, and we used this form instead of the Gaussian to gain the comutational efficiency.
Unucl-nucl in Eq. S5 represents the attractive interactions arising from the nucleosome-nucleosome contact. These interactions

should involve interactions between positively charged histone tails and acidic patches of nucleosomes, which depend on the
configuration of individual nucleosomes. Therefore, unlike the central force such as the Coulomb force between point charges,
these interactions depend on the geometric configuration of nucleosomes (13) and are directional (14). In our 1-kb resolution
model, we represented the interactions between nucleosomes with stochastically varying configurations by assuming interactions
between stochastically chosen pairs of beads residing near each other. We call the chosen pairs “glued” pairs. Writing the
collection of glued pairs as G(t) = {(i, j)} at time t, we assumed the attractive interactions, Unucl-nucl =

∑
(i,j)∈G(t) uglue(rij),

with

uglue(r) =


0 (r > σglue)

−εglue

(
1−

(
r

σglue

)8
)3

(r ≤ σglue) . [S8]

We set εglue = 0 for type-A chains and εglue > 0 for type-B chains. A glued contact between nucleosomes with stochastically
varying configuration has a lifetime of . 100 ms (15). When HP1 binds to type-B chains, the glued contact is stabilized, whose
lifetime extends to ∼ 500 ms (15). We represented the effect of the HP1 binding by reducing the rate of ungluing as explained
in the subsection “Glue kinetics” of this SI text.

A cohesin molecule can bundle two sites of the chain to form a loop. When cohesin bundles beads i and j, the chromatin
chain forms a loop whose boundaries are at i and j. We represent this effect with the attractive potential Ucohesin in Eq. S5.
Let L(t) = {(i, j)} be the collection of pairs of beads residing at the loop boundaries at time t. We used the same uspring(r) as
in Eq. S6,

Ucohesin =
∑

(i,j)∈L(t)

uspring(rij). [S9]
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A.2. Glue kinetics. We simulated the attractive gluing interactions between nucleosomes by stochastically choosing a pair of 1-kb
chromatin beads. We write the collection of glued pairs of beads at time t as G(t) = {(i, j)}. On each Langevin simulation
timestep, G(t) was updated to G(t+ δt) with the following three steps:

1. (Separation) The attractive nucleosome-nucleosome interactions are short-ranged; therefore, they should turn off if the
distance between a pair of nucleosomes exceeds a certain thershold. The distance rij between each glued pair (i, j) ∈ G
was monitored, and the pair was eliminated from G if rij > σglue.

2. (Ungluing) Nucleosomal interactions are directional, which can be disrupted with the stochastic fluctuation of nucleosomes.
The HP1-mediated interactions are also amenable to stochastic turnover (15). Hence, each pair (i, j) ∈ G was eliminated
from G with the probability punglue = 1 − exp(−kunglueδt), where kunglue is the rate constant and δt is the size of a
Langevin timestep. We assumed that 1/kunglue is the lifetime of the nucleosome configuration keeping the direction of
gluing interaction when HP1 is absent. When HP1 can stabilize the glued contacts, we assumed that 1/kunglue is the
lifetime of the HP1 bound state on the nucleosome pair.

3. (Gluing) We define a set of glueable pairs: G̃ = {(i, j) /∈ G : rij ≤ σglue}. Each glueable pair (i, j) ∈ G̃ was newly added
to G with the probability pglue = 1− exp(−kglueδt), where kglue is the rate constant.

A.3. Loop kinetics. A pair (i, j) ∈ L(t) represents a loop formed between the i and jth beads. We simulated kinetics of (i, j) as
a sequence of Poisson processes by three steps; (1) unloading, (2) loading, and (3) movement of cohesin, at every time step
during the discretized Langevin simulation of the chain motion:

1. (Unloading) In the first step, we simulated the cohesin unloading from chains. When cohesin detaches from either i or j,
the loop (i, j) is resoleved and eliminated from L(t). We assumed that this unloading takes place at each (i, j) with the
probability,

poff(i, j) = 1− exp (−γoff(i, j)koffδt) [S10]

where koff is a constant, γoff(i, j) = min(γoff(i), γoff(j)), and 0 ≤ γoff(i) ≤ 1 represents the tendency of cohesin detachement
from the site i. The locus i that binds cohesin with some free-energetic prefernce should have the lower detachability
γoff(i). We assumed that γoff(i) is small at the CTCF bound sites.

2. (Loading) In the second step, we simulated the cohesin loading onto chains. We considered that a new loop is formed by
cohesin loading. We determined the number of loop-forming events in a timestep δt by a Poisson-distributed random
number m ∼ Poisson(λ) with the average λ = NFGkonδt. Then, we loaded m new loops at random sites (i, i) ∈ L where
i ∼ i.i.d. U [1, NFG]. Each loading move is accepted with the probability γon(i).

3. (Movement) In the third step, we considered the effect of kinetic sliding of cohesin along the chain. With the cohesin
movement, i and j of (i, j) ∈ L(t) slide along the chromatin chain. There are four moves to consider; (1) the left boundary
of the loop at the site i slides in the loop-extruding direction i′ = i − 1, (2) i slides in the loop-contracting direction
i′ = i + 1, (3) the right boundary at the site j slides in the loop-extruding direction j′ = j + 1, or (4) j slides in the
loop-contracting direction j′ = j − 1. We write the rate of loop-extruding slide as k+ and the rate of loop-contracting
slide as k−. We modified these rates with the detachability 0 ≤ γoff(i) ≤ 1 of the departing site i and the attachability
0 ≤ γon(i′) ≤ 1 of the landing site i′. Then, we accepted a move with the probability:

p±(i, i′) = 1− exp
(
−γoff(i)γon(i′)k±δt

)
. [S11]

A complex on the chromatin chain such as an enhancer-promoter complex should block the cohesin movement. Such a
blocking site i should have the smaller attachability γon(i). Type-A chains should accomodate multiple comlexes for
transcription or duplication, while type-B chains should be rather homogeneous with the absence of such functional
complexes. Therefore, we assumed multiple low-attachability sites (cohesin blockers) on a type-A chain and none on a
type-B chain. See the “One-dimensional features of the loop kinetics” subsection below for the details. We considered
that cohesin promotes loop extrusion through a biased diffusion along the chromatin chain with the diffusion constant
Dloop and the biased velocity vloop; we defined the kinetic rates of sliding as k+ = Dloop + vloop and k− = Dloop.
Upon collision of two sliding cohesin molecules, we allow loop boundaries to pass through each other to form a z-loop
(16) at the rate kz. Let ω(i) be the occupancy of the site i by loop boundaries. If one or more loop boundaries already lie
on the landing site i′ with ω(i′) ≥ 1, we generated the number of z-looping events as mz ∼ Poisson(kzδt). The move was
accepted if mz ≥ ω(i′), and rejected otherwise.
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A.4. One-dimensional features of the loop kinetics. The CTCF bound sites block the loop extrusion as they bind and trap cohesin
molecules. We represented this affinity of the ith CTCF-bound site for cohesin as γoff(i+ 1) = γoff(i− 1) = 0.1, while γoff = 1
at the other sites. We represented the blocking effect of the ith CTCF-bound site as γon(i) = 0. The Hi-C data measured
upon disruption of DNA methyltransferase activity showed that the heterochromatin-like features deplete the CTCF binding
to DNA, leading to the larger topologically associated domains (TADs) in heterochromatin-like regions (17). Therefore, we
assumed that the TAD size is ∼ 500 kb in type-B chains and ∼ 100 kb in type-A chains. Complexes formed for transcription or
duplication should hinder the cohesin movement. We represented this road-blocking effect at the site i as γon(i) = 0.01. Such
functional complexes should be abundant in type-A chains. Therefore, we assumed multiple road blocks in type-A chains while
none in type-B chains. These assumptions are summarized in Table S1.

Table S1. One-dimensional features of the loop kinetics

Parameters Sites

Type-A chains (Nb = 500: Chains of 500-kb length)
attachability γon(i) = 0 i = 1, 101, 201, 301, 401, 500

γon(i) = 0.01 i = 11, 21, 31, . . . , 491
γon(i) = 1 other sites

detachability γoff(i) = 0.1 i = 2, 100, 202, 102, 300, 302, 400, 402, 499
γoff(i) = 1 other sites

Type-B chains (Nb = 500: Chains of 500-kb length)
attachability γon(i) = 0 i = 1, 500

γon(i) = 1 other sites
detachability γoff(i) = 0.1 i = 2, 499

γoff(i) = 1 other sites

Other parameters of the cohesin kinetics are summarized in Table S2. We set the unloading rate koff of cohesin from the
chromatin chain to match 1/koff to the observed mean-residence time of cohesin on the chromatin chain in the G1 nucleus
∼ 20min (18). The observed number of chromatin-bound cohesin complexes was ∼ 160, 000 in a G1 nucleus of HeLa cells (19),
suggesting the density of the chromatin-bound cohesin is 0.01 kb−1 to 0.1 kb−1. Thus, the inferred ratio of the on-rate to the
off-rate is 0.01 kb−1 . kon/koff . 0.1 kb−1, and we used kon = koff × 0.05 kb−1 in Fig. 2. The observed diffusion coefficient
of cohesin along dsDNA in vitro was ∼ 2µm2/s (20). We assumed that the diffusion constant Dloop of cohesin along the
chromatin chain in vivo is reduced by ∼ 1/1000 from the value for dsDNA with various chromatin-bound obstacles including
nucleosomes as Dloop ∼ 0.002µm2/s ∼ 0.12µm2/min. We should note that this is comparable to the diffusion constant of the
chromatin movement Dkb as discussed below. Using the ratio (spatial distance)/(sequential distance) ∼ 25 nm/kb, we have
Dloop ∼ 200 kb2/min.

The net velocity vloop of the cohesin movement in vivo has not yet been identified quantitatively. The relatively large value
of ∼ 577 bp/s ∼ 35 kb/min was assumed in a theoretical modeling (21) and the value ∼ 0.4 kb/s ∼ 25 kb/min was observed
in the in vitro measurement of the cohesin movement along dsDNA (22). However, the in vitro motion assay (22) and the
structural analyses (16) suggested the non-topological binding of cohesin to the chromatin chain during the loop-extruding
process, which may lead to weak persistence of the movement and hence the smaller net velocity of cohesin along the chromatin
chain (23). The hypothesis of purely diffusive movement with vloop = 0 was also proposed (24, 25). Here, we used the value
similar to the velocity of RNA Polymerase ∼ 1 kb/min (26). The rate kz of z-looping, or the crossing rate of loop boundaries
across a 1-kb bead, was set to be the same as the rate with diffusive sliding.

Table S2. Parameters of cohesin kinetics

Parameters Remarks

unloading rate koff = 0.05 min−1 Ref. (18)
loading rate kon = 0.05koff Ref. (19)

symmetric diffusion constant Dloop = 200 kb2/min Ref. (20)
biased velocity vloop = 2 kb/min ∼ velocity of RNA Polymerase
z-looping rate kz = 200 min−1 comparable to the diffusive sliding
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A.5. Parameters of bead-and-spring chains. Size of a 1-kb chromatin bead should be σkb ' 20–40 nm. We assumed the repulsion
between beads is strong enough to prevent the frequent chain crossing as εkb ' 10kBT . We determined the spring constant Kkb
to connect neighboring beads to make the bond fluctuations less than the average bond length as ∆r ∼

√
kBT/Kkb < σkb. We

estimated the diffusion coefficient Dkb of each 1 kb bead from the live-cell microscope data (27). The motion of an EGFP-tagged
lacO array inserted on a mammalian chromosome followed a short-term confined diffusion in vivo, where the fast diffusion
constant under confinement was Df = 3.13 × 10−3 µm2/s and the slow diffusion constant of the motion going out of the
confinement was Ds = 2.4 × 10−4 µm2/s. We assumed that the fast one Df is the intrinsic diffusion constant, which is not
affected by the many-body hindrance in the chromatin environment; therefore, we set Dkb ' Df ∼ 0.2µm2/min.

The experimentally observed lifetime of a tetra-nucleosome conformation in vitro is . 100 ms, and it extends to ∼ 500 ms
when HP1 binds to chromatin (15). We assumed that the lifetime of a glued pair of nucleosomes across chains is in a similar
order. Therefore, we set kunglue = 1000 min−1 (time constant 60ms) for the HP1-free heterochromatin simulations and
kunglue = 100 min−1 (time constant 600ms) for the heterochromatin simulations with HP1. We set the rate of forming a
nucleosome-nucleosome gluing interaction kglue is large enough to condense chromatin in the simulation. These values are
summarized in Table S3.

Table S3. Parameters of bead-and-spring chains

Parameters Remarks

bead size σkb = 0.025µm in the range of ≈ 20–40 nm
bead-bead repulsion εkb = 10 kBT infrequent chain crossing
bond spring constant Kkb = 6400 kBT/µm2 fluctuations less than the average bond length

diffusion constant Dkb = 0.2µm2/min Ref. (27)
range of attraction σglue = 1.6σkb attraction range comparable to the bead size

rate of gluing kglue = 3000 min−1 sufficeint for the in-vitro chromatin condensation Ref. (28)

bead-bead attraction
εglue = 0 (type-A chains) no in-vitro chromatin condensation Ref. (28)

εglue = kBT (type-B chains) sufficeint for the in-vitro chromatin condensation Ref. (28)

rate of ungluing
kunglue = 100 min−1 (with HP1 binding)

Ref. (15)
kunglue = 1000 min−1, (without HP1 binding)

A.6. Simulations. We simulated the FG system by numerically integrating the Langevin molecular dynamics,

dri
dt

= −µkb
∂Ukb

∂ri
+
√

2Dkbξi(t), [S12]

where µkb = Dkb/kBT is the mobility of a bead and ξi(t) is a Gaussian white noise vector satisfying 〈ξiν(t1)ξjν′(t2)〉
= δijδνν′δ(t1 − t2) and the labels ν and ν′ distinguish the xyz component of the vector. Eq. S12 was discretized with the
timestep of δt = 10−4 min, which satisfies δtµkbKkb < 1, insuring the numerical stability of the integration. The trajectories
were followed up to 3× 106 steps = 300 min, which was sufficiently long for the slow cohesin kinetics (1/koff = 20 min) to reach
the stationary state.

The size of a simulation box and the number of chains Nc for given densities are summarized in Supplementary Table S4.
The numbers were determined for maximizing the quality of the sampled pair correlation function g(r) within the available
computational resources. The chains were initialized as random walk paths of a step size σkb starting at random positions,
and simulated under the periodic boundary condition. If we assume σkb = 35 nm, the lowest and highest densities in the
table translate to ρ = 0.47 Mb/µm3 and ρ = 9.33 Mb/µm3, respectively. The latter estimation corresponds to 6 Gb of genomic
chromosomes in a nucleus of volume 643µm3.

Table S4. Definitions of fine-grained simulation system

Reduced number density ρσ3
kb Box size (µm) Number of chains Nc

0.02 1.462 8
0.10 1.328 30
0.20 1.054 30
0.30 0.9210 30
0.40 0.8368 30

B. The PRISM theory for coarse graining. We derived the coarse-grained potential function, uCG(r), between 100 kb chromatin
regions from the simulated results of the FG system explained in the last subsection. We carried out this coarse-graining
procedure by using the polymer reference interaction site model (PRISM) theory (29). In the simulated system, we have
NCG =

(
1 kb

100 kb

)
NFG = 0.01NFG segments of 100 kb size and each chain has Nb,CG = 0.01Nb segments. Neglecting the end effect

of polymer chains as in the usual treatment in the PRISM theory, we can regard that the system has NCG equivalent segments.
Let ρ be the bulk density of segments. Then, the intra-chain structure factor ω(k) and the inter-chain segment-segment pair
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correlation function g(r) become

ω(k) = 1 +NCG

〈
sin(krij)
krij

〉
intra

, [S13]

g(r) = 1
ρ
〈δ(r − rij)〉inter , [S14]

where 〈· · · 〉intra represents the average over all realizations of intra-chain segment-segment distances rij , and 〈· · · 〉inter is the
average over all realizations of inter-chain segment-segment distances rij . We should note that the periodic images are not
included in calculating 〈· · · 〉intra because the segments appearing in the periodic images are on different chains.

In the Fourier k-space, the single-species PRISM equation relates the inter-chain total correlation function h(r) = g(r)− 1
and the inter-chain direct correlation function c(r) as

ĥ(k) = ω(k)ĉ(k)
(
ω(k) + ρĥ(k)

)
, [S15]

where the hatted quantities are the three-dimensional Fourier transforms of the unhatted ones. When we have the data of ω(k)
and h(r) in the FG model, we can derive c(r) using Eq. S15. However, the PRISM equation Eq. S15 raises a technical issue; h(r)
derived from simulations has a cutoff at the distance of half of the simulation-box size. The cutoff induces artifactual ripples in
the Fourier-transformed total correlation function ĥ(k), which leads to an incorrect solution of c(r). Here, we resolved this
issue by introducing the cutoff in c(r) as proposed by Bernheardt et al. (30); because c(r) decays much faster to 0 than h(r),
we can introduce an explicit cutoff in the PRISM equation as

FBh(r) = ω(k) (FBc(r)) (ω(k) + ρFBh(r)) , [S16]

where B is the zero-extension operator as explained below for the numerical treatment and F is the Fourier transformation
operator. From Eq. S16, we have

h(r) = B−1F−1
(

ω(k)2FBc(r)
1− ρω(k)FBc(r)

)
, [S17]

which we call the PRISM-cut equation. Then, with a closure relation, we obtain the coarse-grained potential function, uCG(r),
from h(r) and c(r). When we adopt the Perkus-Yevick closure relation, we have

uCG(r) = −kBT log
(

c(r)
h(r)− c(r) + 1 + 1

)
. [S18]

Using h(r) and ω(k) obtained from the Langevin simulations of the FG system, we numerically solved Eq. S17 using an
iterative root-finding method proposed by Bernheardt (30). We first discretized the distance coordinate r with uniform intervals
∆r;

rn = (n− 0.5)∆r, with n = 1, . . . , N. [S19]

The wavenumber coordinate k is discretized accordingly,

kn = (n− 0.5)∆k, with n = 1, . . . , N and ∆k = 2π/(N∆r). [S20]

Let M be the discretized index for the cutoff distance rM of the simulation-derived pair correlation functions. Then, the
correlation functions are implemented as M -dimensional vectors as h, c, ω ∈ RM with hn = h(rn), cn = c(rn), and ωn = ω(kn).
The operators are implemented as matrices,

B ∈ RN×M , Bnm = δnm, [S21]

F ∈ RN×N , Fnm = sin(knrm)
knrm

4πr2
m∆r. [S22]

The PRISM-cut equation now gives the total correlation h† as a vector-valued function of c;

h† = BtF−1
(
ω � ω �FBc
1− ρω �FBc

)
, [S23]

where Bt is the transpose of the B, � is the element-wise vector multiplication operator, and the division is also calculated
element-wise. The Jacobian of the function h† is an M ×M matrix given by

J(c) = δh†

δc
= BtF−1

(
ω

1− ρω �FBc

)�2

FB, [S24]
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where the �-exponentiation is calculated element-wise. We then find a root of the equation h†(c)−h = 0 by the Newton-Raphson
iterative procedure. On each iteration, the direct correlation c(n) at the nth iteration was updated as c(n+1) = c(n) −∆c(n),
where ∆c(n) is a solution (given by the NumPy lstsq function) of the linear equation

J(c(n))∆c(n) = h†(c(n))− h. [S25]

We used the initial value c(0) = 0 and the convergence criterion, max|∆c(n)| < 10−3. From the converged c(r), we calculated
the effective coarse-grained potential uCG(r) using the closure Eq. S18, which we plotted in Fig. 2 with a smoothing procedure
described below.

The coarse-grained potential uCG(r) suffers from the high-frequency noise arising from the sampling noise of the pair
correlation function g(r); see Fig. S1. To smooth out the noise, we applied a Gaussian filter to the potential function. Let
ûCG(k) = FuCG be the three-dimensional Fourier transformation of uCG(r). Then, we multiplied a Gaussian function in the
Fourier k-space

ûCG,smooth(k) = exp
(
−k

2w2

2

)
ûCG(k) [S26]

to suppress high-frequency component. Then, we transformed back the result uCG,smooth(r) = F−1uCG,smooth to obtain a
smoothed potential. This is equivalent to three-dimensional convolution of a Gaussian kernel

(
2πw2)−3/2 exp

(
−r2/(2w2)

)
; we

used the radius of a bead as the size of the Gaussian kernel w = σkb/2.
Finally, we should note about the density parameter ρ. The number density ρ of segments quantifies the amount of indirect

inter-chain correlations in the system. In an infinitely large system, we may use the bulk density of segments for evaluating
ρ. However, in a finite system, the density needs to be corrected to exclude the segments on the directly correlated pair of
chains. Therefore, when a chain consists of Nb,CG segments and there are NCG segments in a system of volume V , we used the
corrected density

ρ = NCG − 2Nb,CG

V
[S27]

when solving the PRISM-cut equation. We used the bulk density for estimating inter-chain RDF g(r).

4. Simulation of anatelophase genome

We simulated the anatelophase human genome to prepare a suitable configuration of chromosomes at the entry to interphase.
In anatelophase, chromosomes are first segregated by microtubule contraction (anaphase), then they relax within the nascent
nuclear envelope (telophase). Throughout these two stages in the simulation, the 46 human chromosomes were coarse-grained
into 46 model homopolymers. Each model polymer is a beads-on-a-string chain with a single bead representing a 10-Mb
chromatin region; the resulting system consists of Nanatelo = 632 beads. We denote by ri the 3D coordinate vector of the ith
bead.

The anatelophase simulation was critical to reproducing the experimentally observed long-range contact frequency between
the p-arm and the q-arm of each interphase chromosome. Through the anaphase simulation, the chromosome gained a V-shaped
conformation due to the force applied to the kinetochore. Effects of these V-shaped conformations of 46 chromosomes remained
in interphase leading to the long-range, inter-arm chromatin contacts.

A. Interactions among beads. We assumed the repulsive interactions between overlapping beads and the harmonic bonds along
each chain. The potential energy of the chains was given by

Uanatel,chains =
∑

1≤i<j≤Nanatel

uanatel,rep(rij) +
∑

(i,j)∈Banatel

uanatel,bond(rij) [S28]

where rij = |ri − rj | and Banatel is a set of all the pairs of bonded beads. uanatel,rep(rij) is a pairwise repulsive potential,

uanatel,rep(r) =


0 r > σanatel

εanatel

(
1−

(
r

σanatel

)2
)3

r ≤ σanatel,
[S29]

and uanatel,bond(rij) is a harmonic potential,

uanatel,bond(r) = 1
2Kanatel (r − σanatel)2 . [S30]

We used the bead diameter σanatel = 0.3µm, the repulsion strength εanatel = 2kBT , and the bond strength Kanatel =
1000kBT/µm2 at temperature T with the Boltzmann constant kB.
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B. Initial random positioning of rods. We started each anatelophase simulation run by choosing the initial configuration of each
chain to be a randomly directed straight rod; writing the bead number of the start and end of each chain as sk and ek with
k = 1, . . . , 46, the initial coordinate of the ith bead on the kth chain is

ri = ck +
(
i− sk + ek

2

)
σanatelwk (sk ≤ i ≤ ek) [S31]

where ck is a normally distributed random point around the point (0µm, 5µm, 0µm) with the standard deviation 1µm, and wk
is a randomly directed unit vector; the kth rod centering at the point ck was directed towards wk. From this initial positioning,
the anaphase simulation was started by dragging the kinetochore-attached beads of chains toward the point (0µm, 0µm, 0µm).

C. Anaphase (dragging) simulation. The region annotated as acen in the UCSC hg19 cytoBand dataset (31) was assigned as
the centromeric region of each chromosome. Then, we identified the three consecutive beads at the center of the centromeric
region as the kinetochore-attached beads. Let PK be the set of all the beads with kinetochore attachment. We assumed a
harmonic potential Umt representing the effects of microtuble contraction on the beads in PK as

Umt =
∑
i∈PK

1
2Kmtr

2
i . [S32]

Here, the spring constant was chosen to be Kmt = 1000kBT/µm2 to prevent chains from being apart. Thus, the total potential
energy used in the anaphase simulation is

Uana = Uanatel,chains + Umt. [S33]

With this potential energy, we simulated the Brownian dynamics of the beads following the overdamped Langevin equation:
dri
dt

= −µ∂Uana

∂ri
+
√

2µkBTξi(t), [S34]

where ξi(t) is a Gaussian white noise vector satisfying 〈ξiν(t1)ξjν′(t2)〉 = δijδνν′δ(t1 − t2) and the labels ν and ν′ distinguish
the xyz component of the vector. We set the mobility parameter as µ = 1µm2/τ0kBT (τ0 is the unit of simulation time).
Starting from the initial positioning described above, we simulated 200,000 steps of the Brownian dynamics with a discretized
time step δt = 10−4τ0. The telophase simulation followed thereafter.

D. Telophase (packing) simulation. In the telophase simulation, we applied a weak field to beads to confine them in a spherical
envelope. The potential energy of the field is

Uenv =
Nanatel∑
i=1

uenv(ri), [S35]

with ri = |ri| and

uenv(r) =
{

0 r ≤ Renv
1
2Kenv (r −Renv)2 r > Renv,

[S36]

where the radius of the envelope is Renv = 1.2µm and the strength of the constraint is Kenv = 10kBT/µm2. Then, using the
potential energy,

Utelo = Uanatel,chains + Uenv + Umt, [S37]

we simulated the Brownian dynamics of the beads for 50,000 steps with the same parameters used in the anaphase simulation.

E. Fine-graining with cubic spline curves. A bead in the anatelophase simulation represents a 10-Mb chromatin region. To
proceed to the interphase simulation with a 100-kb resolution, we fine-grained the anatelophase chains by 100 fold using not-a-knot
cubic spline interpolation curves. We write the 3D curve of the chain k as r̃k = (x̃k, ỹk, z̃k), where x̃k = (xsk , . . . , xi, . . . , xek ),
ỹk = (ysk , . . . , yi, . . . , yek ), and z̃k = (zsk , . . . , zi, . . . , zek ) with sk ≤ i ≤ ek, and ri = (xi, yi, zi) is the 3D coordinate vector of
the ith bead on the chain k. We generated a cubic spline function fkx (u) so as to make fkx (u) trace the x component of the
curve k, x̃k, with u being the curve parameter as

fkx (ui) = xi, ui = i− sk + 0.5
ek − sk + 1 (sk ≤ i ≤ ek). [S38]

Similarly, we generated cubic spline functions, fky (u) and fkz (u), to trace the y and z coordinates. Then, the interpolated
coordinates (x̂i, ŷi, ẑi) of fine-grained beads were obtained from fkx (u), fky (u), and fkz (u). For the x coordinate, for example, we
defined

x̂i = fkx (ûi), ûi = i− ŝk + 0.5
êk − ŝk + 1 (ŝk ≤ i ≤ êk). [S39]

Here, ŝk and êk are the bead numbers at the start and the end of the kth fine-grained (100-kb resolution) chain, respectively.
The y and z coordinates were interpolated similarly.

10 of 34 Shin Fujishiro and Masaki Sasai



5. Interphase simulation

Interphase genome was modeled with 46 heteropolymers. Each heteropolymer is a beads-on-a-string chain with a single bead
representing a 100-kb chromatin region. The p-arms of chromosome 13, 14, 15, 21 and 22 were defined to be rDNA regions, and
we regarded one copy in each homologous rDNA pair as active and the other copy as inactive. We attached extra two particles
to each bead in the active rDNA regions to represent the volume occupied by the nucleolar mass. We call these particles
nucleolar beads. The system has Nchr = 60752 chromatin beads representing 100-kb chromatin regions and Nno = 1426
nucleolar beads amounting to N = Nchr +Nno = 62178 beads in total. The numbering of these beads is summarized in the
Supplementary Table S5.

In the interphase simulation, we confined the genome in a spherical (GM12878) or ellipsoidal (IMR90) container, which
models the nuclear envelope. In this section, we denote by ri the coordinate vector of the ith bead (i = 1, . . . , N). For the
mathematical convenience, we define factors αi and βi to distinguish the type of beads as

αi =


1 bead i is type-A chromatin
0.5 type-u chromatin
0 type-B chromatin

, βi =


0 bead i is type-A chromatin
0.5 type-u chromatin
1 type-B chromatin

. [S40]

Table S5. Numbering of the beads in the interphase simulations*

Entity Start End Entity Start End Entity Start End
chr1:a 1 2493 chr17:a 25012 25823 chr10:b 47186 48541
chr2:a 2494 4925 chr18:a 25824 26604 chr11:b 48542 49892
chr3:a 4926 6906 chr19:a 26605 27196 chr12:b 49893 51231
chr4:a 6907 8818 chr20:a 27197 27827 chr13:b 51232 52383
chr5:a 8819 10628 chr21:a 27828 28309 chr14:b 52384 53457
chr6:a 10629 12340 chr22:a 28310 28823 chr15:b 53458 54483
chr7:a 12341 13932 chrX:a 28824 30376 chr16:b 54484 55387
chr8:a 13933 15396 chr1:b 30377 32869 chr17:b 55388 56199
chr9:a 15397 16809 chr2:b 32870 35301 chr18:b 56200 56980
chr10:a 16810 18165 chr3:b 35302 37282 chr19:b 56981 57572
chr11:a 18166 19516 chr4:b 37283 39194 chr20:b 57573 58203
chr12:a 19517 20855 chr5:b 39195 41004 chr21:b 58204 58685
chr13:a 20856 22007 chr6:b 41005 42716 chr22:b 58686 59199
chr14:a 22008 23081 chr7:b 42717 44308 chrX:b 59200 60752
chr15:a 23082 24107 chr8:b 44309 45772 nucleoli 60753 62178
chr16:a 24108 25011 chr9:b 45773 47185

* 1-based, inclusive ranges.

A. Scheduled scaling of the bead size. Chromosomes expand at the onset of interphase with the repulsive interactions among
chromatin chains. Through this expansion process, the factors excluded from the mitotic chromosomes should start to bind to
chromatin dependently on the heterogeneous local chromatin features, enhancing the chromatin interactions. We modeled
this evolution of interactions by continuously scaling the diameter of 100-kb beads with a predefined schedule throughout the
interphase simulation. The scaling factor A(t) was exponentially scheduled, starting from 0.5 and quickly converging to 1:

A(t) = 1− 0.5e−t/τA . [S41]

We used the time constant τA = 0.5τ0, which we estimate to be 0.5 hour. We note that this scaling was not necessary for the
phase separation to occur; we obtained the similar results on the genome structure without using this scaling procedure by
setting A(t) = 1 for all t.

B. Interactions. The potential energy Uinter of beads in the interphase simulation consists of terms representing repulsions
Ubeads, bonds Uchains, nucleolus formation Uno, and enclosure by the nuclear envelope Uenv:

Uinter = Ubeads + Uchains + Uno + Uenv. [S42]

B.1. Repulsive interactions between chromatin beads. Every overlapping pair of chromatin beads exhibit a repulsive interaction. We
write this repulsive interaction between beads i and j as urep(rij ; i, j) with rij = |ri − rj |. The term Ubeads in Eq. S42 is a sum
of urep as

Ubeads =
∑

1≤i<j≤Nchr

urep(rij ; i, j). [S43]
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Here, urep depends on the type of interacting beads i and j. When i and j are both type A, we assumed a soft repulsive
interaction, urep(rij ; i, j) = uAA(rij), as

uAA(r) =


0 r > σA

ε

(
1−

(
r
σA

)2
)3

r ≤ σA
, [S44]

which shapes like a Gaussian function, where ε is a measure of the free-energy cost of overlapping and σA is a typical size of the
chain spreading or the soft diameter. The functional form of Eq. S44 was adopted because this algebraic form approximates a
Gaussian with a higher computational efficiency than the Gaussian. When ε is of the order of the thermal energy kBT , type-A
chromatin regions frequently overlap with each other under the thermal fluctuation. On the other hand, the repulsion between
two type-B chromatin chains should be harder when two type-B chains begin to overlap because of the condensed nature of the
type-B chains. However, once type-B chains manage to overlap, we expect the repulsion to get milder due to the molecular
interactions between two type-B chains. We model this situation by writing urep(rij ; i, j) = uBB(rij) as

uBB(r) =


0 r > σB

ε

(
1−

(
r
σB

)8
)3

r ≤ σB
, [S45]

which shapes rather box-like than the Gaussian-like. For the interaction between two type-u beads, we used the average of the
type-A and type-B potentials:

uuu(r) = 1
2 (uAA(r) + uBB(r)) . [S46]

Including cases of interactions between different types of beads, the general functional form of urep is defined by

urep(r; i, j) = αijuAA(r) + βijuBB(r), [S47]

where the weights αij and βij are defined by the average of factors in Eq. S40 as

αij = αi + αj
2 , βij = βi + βj

2 . [S48]

The potential strength was set to be ε = 2.5kBT . Using the scheduled scaling factor A(t) defined in Eq. S41, the width of the
chain spreading was defined as σA = 0.30A(t)µm and σB = 0.24A(t)µm.

We note that our definition of the repulsive interactions vanish the Flory-Huggins parameter as χ = 0. In many problems of
the system with mixed components, the large enough positive value of χ has been used as a mark of phase separation (32);
when the component X and component Y are mixed, the Flory-Huggins parameter is

χ = uXY (r)− 1
2 (uXX(r) + uY Y (r)) . [S49]

With the definition of Eq. S47, we have χ = 0 for every r, implying that the phase separation is not induced by the bare effect
of the difference in the repulsion strength, but is induced in the present model with the collective motions of different types of
beads.

B.2. Bond interactions. Bond interactoins are defined for the set Bchain of every adjacent pair of beads along all chromosome
chains:

Uinter,chains =
∑

(i,j)∈Bchain

ubond(rij ; i, j), [S50]

where ubond(rij ; i, j) is a harmonic interaction;

ubond(r; i, j) = 1
2Kijr

2. [S51]

We assumed that the spring constant Kij depends on types of beads i and j. In the similar way to the definition of repulsive
interactions in Eq. S47, we used A-A and B-B interactions as bases and defined the average of the two for the mixed-type
bonds. In general cases, we have

Kij = αijKAA + βijKBB, [S52]

where αij and βij are defined in Eq. S48. We defined the spring constants as KAA = 100A−2(t)kBT/µm2 and KBB =
50A−2(t)kBT/µm2. Here, we incorporated the scaling factors for consistency with the repulsive potentials. The difference
between KAA and KBB had little effects on the phase separation or A/B compartmentalization, but was crucial to reproducing
the experimentally observed decay profile of the intra-chromosomal contact frequency P (s) (Fig. 5D).
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B.3. Nucleolus formation. We represent the volume of nucleolar mass by the assembly of beads in the model. Let Pno be the set of
nucleolar beads and let Bno be the set of associated pairs of a nucleolar bead and an rDNA bead in the chromatin chain (Table
S5). We defined the potential energy for nucleolus formation as

Uno =
∑

i,j∈Pno, i 6=j

uno,drop(rij) +
∑

(i,j)∈Bno

uno,assoc(rij). [S53]

The first term is a sum of attractive interactions uno,drop between nucleolar beads,

uno,drop(r) =

{
0 r > 2σdrop

− εdrop

1+(r/σdrop)6 r ≤ 2σdrop
, [S54]

where εdrop = 0.3kBT and σdrop = 0.2µm. In the present model, nucleolar beads are associated to the five active nucleolus-
organizer regions (NORs) of the genome. The second term in Eq. S53 is a sum of the harmonic bond interactions, representing
the tendency of nucloli to reside near the rDNA loci in the NOR;

uno,assoc(r) = 1
2Knor

2. [S55]

We used Kno = 10kBT/µm2, the weak spring interactions allowing the fluctuating motion of nucleolar beads. These nucleolar
interactions in the model ensure the formation and occasional merger of nucleoli in the present model. As shown in Fig. S14,
when we removed the nucleolar beads from our model, we found no significant change in the results except for the disappearance
of the nucleolus-associated domains; therefore, the nucleolar interactions are not necessary for the phase separation or A/B
compartmentalization.

When the simulated interphase nucleus reached the stationary state, we counted the number of generated nucleoli and
showed its distribution in Fig. 4B of the main text; at the final timestep of each trajectory, positions of nucleolar beads were
monitored and clustered using the DBSCAN algorithm provided in the scikit-learn python package. The parameters used
were DBSCAN eps = 0.36µm, DBSCAN min_samples = 5, and clusters smaller than 100 were ignored. Here, the minimal
cluster size of 100 was chosen from the following reasons; two nucleolar beads were associated to each 100-kb bead of the NOR
in the present model. The short arm of chr21, which is treated as the shortest NOR in our model, is 10.9 Mb to which 218
nucleolar beads were associated at the starting time step of the interphase simulation. During the interphase simulation, most
of these nucleolar beads merged with other beads to form nucleoli (Fig. S2A) but the thermal fluctuation separated a small
number of rogue nucleolar beads from the nucleoli (Figs. S2A and S2B). Because these rogue beads would not be detected by
the microscope measurment, we did not count these beads as independent nucleoli when their cluster size is smaller than a
threshold. The distribution of the calculated cluster size (Fig. S2C) showed that the threshold should be ≈ 100 beads.

B.4. Repulsive nuclear envelope. To enclose the beads inside the nuclear envelope, we defined the repulsive interactions between
beads and the nuclear envelope. The potential energy has the interior and exterior parts:

Uenv =
N∑
i=1

[uenv,in(ri; i)θ(ri) + uenv,ex(ri) (1− θ(ri))] , [S56]

where θ(ri) = 1 when ri is inside the nucleus and θ(ri) = 0 when it is outside. The interior potential uenv,in is the essential
part. The exterior potential uenv,ex was added here to prevent beads from jumping out of the nucleus with a large infrequent
fluctuation. The interaction between beads and the interior of the nuclear envelope is the average of type-A and type-B
repulsive interactions:

uenv,in(r; i) = αi + αenv

2 uenv,A(r) + βi + βenv

2 uenv,B(r) [S57]

where uenv,A and uenv,B are similar to the repulsive bead-bead interactions but their width is half the width of the bead-bead
interactions because a sphere and the wall start to overlap at the half distance of two spheres start to overlap;

uenv,A(r) =


0 δ > σA

2

ε

(
1−

(
δ

σA/2

)2
)3

δ ≤ σA
2 ,

[S58]

uenv,B(r) =


0 δ > σB

2

ε

(
1−

(
δ

σB/2

)8
)3

δ ≤ σB
2 .

[S59]

Here, δ is the distance between the point r and the nearest point on the nuclear envelope. The nuclear envelope is represented
by an ellipsoid with semiaxis lengths (Ra, Rb, Rc) in general, while the spherical envelope is a special case with Ra = Rb = Rc.
As explained later in the Subsection D, δ is given as the length of the vector

δ = (r · Er − 1)Er
2 |Er|2

, E =

(1/R2
a

1/R2
b

1/R2
c

)
. [S60]
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We expect that the nuclear lamina makes the interior of the nuclear envelope rigid. In the present analyses, we consider the
case with the rigid interior by adopting αenv = 0 and βenv = 20, but the results do not change largely when either αenv or βenv
is large enough. For the exterior part, we used a harmonic constraint

uenv,ex(r) = 1
2Kenv,exδ

2, [S61]

with a sufficiently large spring constant Kenv,ex = 1000kBT/µm2.

B.5. Motion of the nuclear envelope. We allowed the nuclear envelope to dynamically expand or shrink under the internal and
external pressures. As described in the last subsection, the nuclear envelope pushes the peripheral beads towards inside the
nucleus, so the beads exert the opposite reaction force to the nuclear envelope. Therefore, we calculated the force Fenv,in
originating from the internal pressure as the sum of repulsive forces between beads and the nuclear envelope projected onto the
surface normal:

Fenv,in =
N∑
i=1

∣∣∣∂Uenv

∂ri

∣∣∣ . [S62]

We also assumed the cytoskeletal force acting on the nuclear membrane as an external pressure and thus applied an anisotropic
harmonic potential to the semiaxes:

Uenv,ex = 1
2
(
Kenv,aR

2
a +Kenv,bR

2
b +Kenv,cR

2
c
)
. [S63]

The parameters used are Kenv,a = 0.75× 104kBT/µm2, Kenv,b = 3.0× 104kBT/µm2 and Kenv,c = 12.0× 104kBT/µm2 for the
IMR90 nucleus and Kenv,a = Kenv,b = Kenv,c = 3.0× 104kBT/µm2 for the GM12878 nucleus. Under these forces, the semiaxis
length RX of each axis X = a,b and c was assumed to obey the overdamped dynamics:

dRX
dt

= µenv

(
Fenv,in −

∂Uenv,ex

∂RX

)
. [S64]

We used µenv = 2 × 10−4 µm2/τ0kBT as the mobility in Eq. S64, which is much smaller than the mobility of beads in the
nucleus. With such an extremely small mobility, the nucleus expands much slower than the chromatin movement. For all the
cell types, we used Ra = Rb = Rc = 2µm as the initial condition at the beginning of interphase.

C. The Langevin dynamics simulation. Along with the motion of the nuclear envelope, we simulated the overdamped Langevin
dynamics of chromatin and the nucleolar beads:

dri
dt

= −µ∂Uinter

∂ri
+
√

2µkBTξi(t). [S65]

Here, µ is the mobility of a bead and ξi(t) is a Gaussian white noise vector satisfying 〈ξiν(t1)ξjν′(t2)〉 = δijδνν′δ(t1− t2), where
ν and ν′ label the xyz component of the vector. Chemical reactions in the nucleus may generate excess heat that dissipates
into the nucleoplasm around the reaction sites. This dissipation should be much faster than the chromatin motion with the
time scale of τ0; therefore, we approximately neglect the detailed-balance breaking fluctuations arising from the excess heat
assuming that the nonequilibrium activating effects are implicitly considered in the renormalized homogeneous T , which is
independent of the chromatin locus i in Eq. S65.

Starting from the initial configuration generated by fine-graining the anatelophase structure, we first simulated a short
relaxation for 10,000 steps and then simulated for 700,000 steps for the production sampling. The discretization step was
δt = 10−5τ0. We used the same mobility for all beads, µ = 1µm2/τ0kBT . If we consider that the production sampling time
700000× δt = 7τ0 roughly corresponds to the duration of G1 phase ∼ 7 h, the unit simulation time should be τ0 = 3.6× 103 s.
With these units, the single-particle diffusion coefficient should be D = µkBT = 2× 10−4 µm2/s, giving a reasonable value for
the motion of a 100-kb chromatin region in interphase nucleus. 200 independent simulations were run for each type of cell
(IMR90 and GM12878) using different random seeds (thus with different initial conditions).

D. Interactions with the surface. In this subsection, we describe a general mathematical expression for the short-range interaction
between a point mass and a smooth surface.

D.1. Surface translation vector for simulations. Let φ(r) be a smooth function that implicitly defines a surface S = {r : φ(r) = 0}.
Now, let r be a point near the surface S. Let us find the shortest vector δ from the surface S to the point r. Because the point
r − δ is on the surface, we have

φ(r − δ) = 0. [S66]

Solving Eq. S66, the vector δ is expressed as a function of r. We call this vector field δ(r) the surface translation vector.
Linear approximation gives

0 = φ(r − δ) ' φ(r)−∇φ(r) · δ, [S67]
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which represents a plane defined by the vector δ. When δ = |δ| is small enough, we can simply choose a solution vector δ that
is directed along the gradient of the function φ:

δ(r) = δ(r)n(r), n(r) = ∇φ(r)
|∇φ(r)| . [S68]

This expression asymptotically gives the solution of the shortest vector δ when φ(r)→ 0. Then, we can solve the plane equation
for the scalar factor δ(r), and we have

δ(r) = φ(r)
|∇φ(r)| and δ(r) = φ(r)∇φ(r)

|∇φ(r)|2
. [S69]

D.2. Near-surface force. Now, suppose that there is a short-range interaction between the surface and a point near the surface.
The potential energy U(r) is defined using the surface translation vector as

U(r) = u(δ(r)) [S70]

where u is a base potential function. Let f(δ) = − ∂
∂δ
u(δ) be the base force function, and let us calculate the force

F (r) = −∇U(r) with ∇ = ∂
∂r

. The chain rule dictates that

F (r) = −∇u(δ(r)) = ∇δ(r) · f(δ(r)). [S71]

Here, ∇δ =
∑

i
∂δ/∂xi ⊗ x̂i (where x̂i is the basis vector with respect to the Cartesian coordinate xi) is the derivative of the

vector field δ, which results in a rank-2 tensor field. Manipulation gives:

∇δ(r) = ∇
(
φ(r)∇φ(r)
|∇φ(r)|2

)
[S72]

= ∇φ(r)⊗ ∇φ(r)
|∇φ(r)|2

+∇∇φ(r) φ(r)
|∇φ(r)|2

+∇
(

1
|∇φ(r)|2

)
⊗ (φ(r)∇φ(r)) [S73]

= ∇φ(r)⊗∇φ(r)
|∇φ(r)|2

+ φ(r)∇∇φ(r)
|∇φ(r)|2

− 2φ(r) (∇∇φ(r) · ∇φ(r))⊗∇φ(r)
|∇φ(r)|4

[S74]

= K(r) + (I − 2K(r)) ∇φ(r)⊗∇φ(r)
|∇φ(r)|2

[S75]

where I is the identity matrix and K is a rank-2 tensor field given by

K(r) = φ(r)∇∇φ(r)
|∇φ(r)|2

. [S76]

Here, ∇∇φ(r) =
∑

i

∑
j
∂2φ/∂xi∂xj x̂i ⊗ x̂j .

D.3. Force calculation for an ellipsoidal surface. Let the surface be an ellipsoid given by a symmetric positive definite matrix E:

φ(r) = r · Er − 1. [S77]

Then, we have

∇φ(r) = 2Er and ∇∇φ(r) = 2E. [S78]

So, the surface displacement vector is given by

δ(r) = (r · Er − 1)Er
2 |Er|2

, [S79]

which gives Eq. S60, and its derivative is

∇δ(r) = K(r) + (I − 2K(r)) Er ⊗ Er
|Er|2

, K(r) = (r · Er − 1)E
2 |Er|2

. [S80]

With these expressions in hand, we can calculate the near-surface force F by passing δ(r) to the base force function f and
transforming the result with ∇δ(r) as

F (r) = ∇δ(r) · f(δ(r)). [S81]
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D.4. Surface translation vector for analyses. The linear approximation in Eq. S67 is accurate enough for calculating the short-range
interactions with δ . 0.15µm in the simulation. However, it is not suitable for analyzing the simulated results on the long-range
distribution of beads spanning up to δ ∼ 1.2µm. Hence, we used a computationally expensive but more accurate estimation of
the surface translation vector in our analyses. Let us calculate the surface translation vector δ for an ellipsoid:

0 = φ(r − δ)
= (r − δ) · E (r − δ)− 1
= δ · Eδ − δ · Er − r · Eδ + r · Er − 1. [S82]

Now, assuming that the surface translation vector is directed along the gradient ∇φ(r) = 2Er, we have δ = sEr with a scalar
factor s. Then, Eq. S82 becomes

0 = r · Er − 2 (r · EEr) s+ (Er · EEr) s2 − 1. [S83]
The smaller solution for this quadratic equation gives the surface translation vector:

δ(r) = sEr, s =
r · EEr −

√
(r · EEr)2 − (Er · EEr) (r · Er − 1)

Er · EEr . [S84]

6. Model of a polymer-blend system

As an example system having heterogeneous repulsive interactions, we simulated a simplified polymer-blend system as shown
in Fig. 3. The system is a mixture of 100 homopolymers, each of which is a beads-on-a-string chain consisting of 20 type-A
beads, and 100 homopolymers, each of which is a beads-on-a-string chain consisting of 20 type-B beads. Therefore, the system
dynamics are described by the movement of Nblend = 100× 20 + 100× 20 = 4000 beads. We denote by ri the three-dimensional
coordinate vector of the ith bead with 1 ≤ i ≤ Nblend. Similarly to Eq. S40, we define factors αi and βi to distinguish the type
of beads as

αi =
{

1 bead i is type-A
0 bead i is type-B

, βi =
{

0 bead i is type-A
1 bead i is type-B

. [S85]

A. Simulation in a periodic box. We packed 200 type-A and type-B chains in a cubic box with the periodic boundary condition.
We set the side length of the box to be Lblend = 2.5µm so that the density approximately matches that of chromatin beads in
the interphase genome simulation.

A.1. Force field. We assumed the repulsive interactions between overlapping beads and the harmonic bonds along each chain.
The potential energy of the chains was given by

Ublend =
∑

1≤i<j≤Nblend

urep(rij ; i, j) +
∑

(i,j)∈Bblend

ublend,bond(rij) [S86]

where rij = |ri − rj | and Bblend is a set of all the pairs of bonded beads. The repulsive potential urep is the same as that used
in the interphase simulations;

urep(r; i, j) = αi + αj
2 uAA(r) + βi + βj

2 uBB(r) [S87]

with the same definitions of uAA(r) and uBB(r) and the same parameters. The bond potential is a harmonic interaction

ublend,bond(r) = 1
2Kblendr

2 [S88]

with the uniform spring constant Kblend = 70 kBT/µm2.

A.2. Initial configuration. The initial configuration of each chain was chosen to be a randomly directed straight rod. Denoting the
bead number at start and end of kth chain with sk and ek, respectively, the initial coordinate of the ith bead on the kth chain
with k = 1, . . . , 200 was given by

ri = ck +
(
i− sk + ek

2

)
σblend,rodwk (sk ≤ i ≤ ek) [S89]

where ck is a uniformly distributed random point in the box, wk is a randomly directed unit vector and σblend,rod is the initial
bond length. We set σblend,rod = 0.1µm in our simulations.

A.3. The Langevin dynamics simulation. We simulated the overdamped Langevin dynamics of the beads:

dri
dt

= −µ∂Ublend

∂ri
+
√

2µkBTξi(t). [S90]

Here, µ is the mobility of a bead and ξi(t) is a Gaussian white noise vector satisfying 〈ξiν(t1)ξjν′(t2)〉 = δijδνν′δ(t1−t2), where ν
and ν′ label the xyz component of the vector. Starting from the initial configuration described above, we simulated the dynamics
for 1,000,000 steps with the discretization step δt = 10−5τ0. We used the same mobility for all beads µ = 1µm2/τ0kBT .
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B. Simulation in a spherical container. We packed 200 chains in a sphere with the wall potentials. We set the radius of the
sphere to be Rblend = 1.6µm, so that the density approximately matches that of chromatin beads in the interphase genome
simulation.

B.1. Force field. For simulations in a spherical container, we imposed additional potentials to constrain the beads into the sphere:

Ublend,sphere = Ublend +
Nblend∑
i=1

[uenv,in(ri)θ(ri) + uenv,ex(ri) (1− θ(ri))] , [S91]

where θ(ri) = 1 when ri is inside the sphere and θ(ri) = 0 when it is outside. The potentials uenv,in(r) and uenv,ex(r) are the
same as the ones used in the interphase simulations, except that we defined the distance from the wall as δ(r) = |r −Rblend|
for this simulation.

B.2. Initial configuration. The chains were initialized as randomly directed straight rods in the sphere in the similar way as in the
periodic box by placing the cetroid of each rod ck at the uniformly distributed random position in the sphere. We allowed the
rods to extrude out of the sphere in the initial configuration; the extruding parts were quickly pulled back into the sphere by
the action of Ublend,sphere.

B.3. The Langevin dynamics simulation. The Langevin dynamics simulations were carried out in the same protocol as in the periodic
box.

B.4. Analysis of phase-separation dynamics. We denote by ri(t) the trajectory of the ith bead, and we sampled the values of ri(t)
from t = τ0 to 2τ0 at the interval of 10−2τ0 (1000 steps). We write this set of time instances as Tblend,MSD. We calculated the
short-time mean-square distance (MSD) of the ith bead,

mi =
〈
|ri(t+ τ)− ri(t)|2

〉
t∈Tblend,MSD

, τ = 10−2τ0, [S92]

as a measure of the fluctuation of the ith bead. For visualization, we randomly generated 10000 mesh points, s1, . . . , s10000
with sk = (xk, yk), on a square region −1.8µm ≤ xk, yk ≤ 1.8µm covering the cross section of the spherical container in the
simulation. Then, the MSD values mi of beads were averaged in a region around each mesh point sk as

m(sk) = 〈mi〉|sk−ri(τ0)|<∆ , ∆ = 0.12µm, [S93]

which defines the average MSD at sk. In Fig. 3C, this scalar field m(sk) is displayed as a gray-scale contour map.
In Fig. 3C, we also show the flow of bead movement, which leads to phase separation, by calculating the displacement ui of

beads during the time interval τ0 as
ui = ri(2τ0)− ri(τ0). [S94]

For visualization, we defined an evenly spaced mesh qk = (xk, yk) on the square region −1.8µm ≤ xk, yk ≤ 1.8µm with the
space interval 0.05µm along each coordinate axis. Here, the even spacing was adopted for legibility of the results. The average
displacement u(qk) around each mesh point qk was calculated as

u(qk) = 〈ui〉|qk−ri(τ0)|<∆ , ∆ = 0.12µm. [S95]

Thus obtained two fields, m(s) in gray scale and u(q) with arrows, are superposed in Fig. 3C. The figure shows that adjacent
type-A and type-B regions move in different directions, and the type-A regions fluctuate more largely than the type-B regions.

7. Fluctuating dynamics

The present model shows a clear correlation between compartmentalization and the fluctuating dynamics: The type-A chromatin
regions fluctuate larger than the type-B regions, thus allowing type-A chromatin domains to proactively merge into the larger
A compartment. We describe the analysis that supports this view in this section and Figs. S15 and S16.

A. Slow and fast chromatin regions. We arbitrarily chose an example simulation run for the IMR90 cell and sampled the
dynamics from t = 6τ0 to 7τ0 at the interval of 10−3τ0 (100 steps). We denote by ri(t) the trajectory of ith bead and by TMSD
the set of analyzed time points. Then, the mean-squared displacement (MSD) with a lag time τ was computed:

MSDi(τ) =
〈
|ri(t+ τ)− ri(t)|2

〉
t∈TMSD

. [S96]

We calculated the average MSD at the shortest non-zero lag time over the chromatin regions

∆2 = 1
Nchr

Nchr∑
i=1

MSDi(10−3τ0) [S97]

= 4.3× 10−3 µm2 [S98]

and labeled those chromatin regions with MSDi(10−3τ0) < ∆2 as slow and the other chromatin regions as fast. These labels
are used in the pair-correlation function analysis described below.
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B. Time-dependent diffusion coefficients. We calculated the average MSDs of type-A beads and type-B beads:

MSDX(τ) = 〈MSDi(τ)〉i is type-X , X ∈ {A,B} . [S99]

MSDA(τ) and MSDB(τ) behave differently in the short lag time τ < 1 min and similarly in the longer lag time (Fig. S15A)
from/to each other. To characterize the diffusion characteristics in different timescales, we calculated the time-dependent
diffusion coefficient for each bead type:

DX(τ) = 1
6
dMSDX(τ)

dτ
, X ∈ {A,B} . [S100]

The time-dependent diffusion coefficient D(τ) in general describes the diffusive motion of a particle at different timescales
(33, 34), and by definition, MSD with the lag time τ is given by collecting infinitesimal MSD, 6D(τ ′) dτ ′, over the lag time:
MSD(τ) =

∫ τ
0 6D(τ ′) dτ ′.

Fig. S15B shows DA(τ) and DB(τ) differing only in the short timescale of τ < 1 min and converging to the same function as
τ →∞. The power-law scaling of the convergent region was DX(τ) ∝ τ−0.55, meaning that the MSDs approach to the same
subdiffusive behavior MSDX(τ) ∝ τα with the anomalous exponent α = −0.55 + 1 = 0.45 in the long timescale. In the shorter
timescale, the type-A chromatin regions diffuse more freely than the type-B chromatin regions. This short-time difference is
the hallmark of A/B compartmentalization.

C. Normalized pair-correlation functions. We analyzed the spatial distribution of each type of chromatin region by calculating
the normalized functions of pair-correlation in distance. Let X and Y be two types of chromatin regions; X and Y can be
either A, B, or u as explained above, or fast (F) or slow (S) as discussed at the end of this subsection. Let ri be the coordinate
vector of the ith chromatin region at time t = 6τ0 in a simulation run. We count the number of inter-chromosomal pairs of
type-X regions and type-Y regions separated by distance d:

Hpair
XY (d) = #

{
(i, j) : d ≤ rij < d+ ∆dpair, i ∈ X, j ∈ Y, ci 6= cj

}
[S101]

where rij = |ri − rj | is the distance between the ith and the jth chromatin regions, ∆dpair is a bin size, and ci designates the
chromosome that contains the ith chromatin region. We used ∆dpair = 0.04µm as the bin size. Intra-chromosomal pairs are
excluded from the analysis because a trivial cluster of the similarly-labeled chromatin regions are included in each TAD in the
same chromosome, which obscures the spatial correlation of chromatin regions induced in the phase separation dynamics..
Hpair
XY (d) can be interpreted as the sum of the number of type-Y regions around each type-X region. Therefore, dividing

Hpair
XY (d) by the number of type-X regions and by the volume V pair(d) = 4π

3

((
d+ ∆dpair)3 − d3

)
of the bin at distance d, we

get the average density of type-Y regions at distance d from a type-X region;

ρpair
XY (d) = 1

#X
Hpair
XY (d)

V pair(d) . [S102]

The semiaxes lengths of the nuclear envelope in the simulation were Ra = 8.28µm, Rb = 4.18µm and Rc = 2.11µm. Therefore,
the volume V of the nucleus was

V = 4π
3 RaRbRc = 306µm3, [S103]

and the expected density of type-Y regions in the entire nucleus is

ρY = #Y
V

. [S104]

Then, the pair-correlation function gXY (d) between type-X and Y regions is defined as

gXY (d) =
ρpair
XY (d)
ρY

. [S105]

The pair-correlation function gXY (d) decays to zero as the d grows beyond ∼ 1µm because the void space outside the
nucleus in the simulation is sampled with the large d. This makes it hard to identify a decay of the pair correlation arising from
the clustering of chromatin regions. To cancel out this effect, we normalize gXY (d) by the reference pair-correlation function
among all inter-chromosome chromatin regions, g(d), as

g̃XY (d) = gXY (d)
g(d) , [S106]

where g(d) = gCC(d) with C = {i : 1 ≤ i ≤ Nchr}. Here, g̃XY (d) is the normalized pair-correlation function between type-X and
type-Y regions in the nucleus; the normalized pair-correlation functions converge to g̃XY (d)→ 1 as d→∞, showing that the
decaying profile of g̃XY (d) captures the clustering of type-Y regions around the type-X regions.

The slow and fast chromatin regions described in the subsection A are defined as the sets

S =
{
i ∈ C : MSDi(10−3τ0) < ∆2} , [S107]

F =
{
i ∈ C : MSDi(10−3τ0) ≥ ∆2} . [S108]

We calculated the normalized pair-correlation functions among slow and fast chromatin regions, g̃SS(d), g̃SF (d) and g̃FF (d),
and plotted them in Fig. S16.

18 of 34 Shin Fujishiro and Masaki Sasai



8. Captions for Supplementary Figures and Movies

Fig. S1 : Characterization of type-A and type-B chromatin in FG simulations. (A) Coarse-grained interaction
potentials UCG(r) before applying smoothing. The coarse-grained potential energy between 100-kb type-A chromatin
regions (left), type-B chromatin regions without cohesin (middle) and type-B chromatin regions with cohesin (right) are
shown for various chromatin density ρ. Solid lines are the potentials derived with the PRISM theory and dashed lines
are the potentials of mean force. The plots confirm that the smoothing applied in Fig. 2D-2F in the main text does not
alter the essential shape of the potentials. (B) Type-B coarse-grained potentials with different cohesin loading constant
kon/koff = 0, 0.05, 0.1 kb−1. The potential curve becomes steeper as more cohesin is loaded. (C) The simulated radius of
gyration of type-A (red), cohesin-loaded type-B (blue) and cohesin-free type-B (pale blue) chromatin as a function of the
length of a subdomain. The curve for cohesin-free type-B chromatin does not show a saturating behavior.

Fig. S2 : Simulated nucleoli defined as clusters of nucleolar beads. (A) Clustering of the distributied nucleolar beads
in an example IMR90 cell. Simulated nucleolar beads were clustered according to their three-dimensional positions and
projected onto the two-dimensional xy plane for visualization. Five clusters (blue, cyan, green, yellow and red) and the
DBSCAN outliars (purple) were detected. (B) Cluster size of the example shown in A. The first and fourth clusters are
small, representing the rogue beads separated by thermal fluctuations from nucleoli; these rogue beads were not counted
as nucleoli in Fig. 4B of the main text. (C) Distribution of the cluster size in 200 simulated IMR90 cells. The dotted line
at the cluster size 100 separates the small-cluster outliars.

Fig. S3 : Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and
simulated (upper right in each panel) genome wide contact frequencies. Top: GM12878 and Bottom: IMR90.
Shown with a 1 Mb resolution. The observed and the simulated contact frequencies are normalized to the 93-percentile of
the respective data.

Fig. S4 :Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated
(upper right in each panel) contact frequencies of chromosomes 1 to 12 of GM12878. Shown with a 100 kb
resolution. The observed and the simulated contact frequencies are normalized to the 96-percentile of the respective data.
The experimental data are lacking in the gray shaded areas.

Fig. S5 : Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and
simulated (upper right in each panel) contact frequencies of chromosomes 13 to 22 and chromosome X of
GM12878. Data of active and inactive X chromosomes were averaged. Shown with a 100 kb resolution. The observed
and the simulated contact frequencies are normalized to the 96-percentile of the respective data. The experimental data
are lacking in the gray shaded areas.

Fig. S6 : Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and
simulated (upper right in each panel) contact frequencies of chromosomes 1 to 12 of IMR90. Shown with
a 100 kb resolution. The observed and the simulated contact frequencies are normalized to the 96-percentile of the
respective data. The experimental data are lacking in the gray shaded areas.

Fig. S7 : Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and
simulated (upper right in each panel) contact frequencies of chromosomes 13 to 22 and chromosome X of
IMR90. Data of active and inactive X chromosomes were averaged. Shown with a 100 kb resolution. The observed and
the simulated contact frequencies are normalized to the 96-percentile of the respective data. The experimental data are
lacking in the gray shaded areas.

Fig. S8 : Comparison of the simulated chromosomes having randomly annotated chromatin types with the
experimental data. (A) Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and
simulated (upper right in each panel) contact frequencies of chromosomes 1, 10, and 19 of IMR90, shown with a 100 kb
resolution. The observed and the simulated contact frequencies are normalized to the 95-percentile of the respective data.
The experimental data are lacking in the gray shaded areas. (B) Contour plot comparing the genome-wide distribution
of observed compartment signal (PC1) of IMR90 with the one obtained from the simulation. Density is the number of
100-kb chromatin segments in a bin of 0.1× 0.1 square on the plane. Pearson’s correlation coefficient is r = −0.03. In A,
a periodic pattern near the diagonal of the contact matrix of simulated chromosome 1 reflects the helical conformation of
the chain in telophase. The simulated fine-graded chain of mitotic chromosome takes a helical structure with a ∼ 10 Mb
pitch due to the repulsion among chromatin regions, which disappears from the properly annotated chromosome chains
as the chain expands at the entry to interphase, but remains here in the randomly annotated chromosome chain.

Fig. S9 : Comparison of the simulated results obtained by doubling the trajectory length with the experimental
data. Length of the simulation trajectories was doubled from 70,000 steps in the ordinary sampling to 140,000 steps. (A)
Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right in
each panel) contact frequencies of chromosomes 1, 10, and 19 of IMR90, shown with a 100 kb resolution. The observed
and the simulated contact frequencies are normalized to the 95-percentile of the respective data. The experimental data
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are lacking in the gray shaded areas. (B) Contour plot comparing the genome-wide distribution of observed compartment
signal (PC1) of IMR90 with the one obtained from the simulation. Density is the number of 100-kb chromatin segments
in a bin of 0.1 × 0.1 square on the plane. Pearson’s correlation coefficient is r = 0.76. (C) The simulated (red) and
observed (black) contact frequency P (s) averaged over the genome for the sequence separation s; this simulated P (s)
profile is almost same as the one in Fig. 5D in the main text, showing the robustness of the results against the trajectory
extension.

Fig. S10 : Comparison of the simulated results obtained with the binary annotation of sequence with the
experimental data. Each 100-kb region in the genome sequence was annotated as type-A (Zw > 0) or type-B ( Zw ≤ 0).
(A) Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right
in each panel) contact frequencies of chromosomes 1, 10, and 19 of IMR90, shown with a 100 kb resolution. The observed
and the simulated contact frequencies are normalized to the 95-percentile of the respective data. The experimental data
are lacking in the gray shaded areas. (B) Contour plot comparing the genome-wide distribution of observed compartment
signal (PC1) of IMR90 with the one obtained from the simulation. Density is the number of 100-kb chromatin segments
in a bin of 0.1× 0.1 square on the plane. Pearson’s correlation coefficient is r = 0.74.

Fig. S11 : Simulated results with an alternative type-B potential. (A) The functional shapes of the type-A potential
(yellow) and an altenative type-B potential (blue) are supoerposed. The alternative type-B potential is defined as
ŨBB(r) = ε̃(1− (r/σB)6)3 for r ≤ σB and ŨBB(r) = 0 for r > σB, with ε̃ = 5kBT . Compared to UBB, ŨBB is more faithful
to the coarse-grained potential derived from the fine-grained simulations of type-B chromatin. (B) A cross-sectional
view of the IMR90 chromosomes in an interphase nucleus simulated with the 100-kb model using the alternative type-B
potential. Other forces, parameters and chromatin annotations are the same as those used in the simulations shown
in Fig. 4. Mild phase separation of type-A (yellow), type-u (gray) and type-B (blue) chromatin regions are observed.
Nucleoli (green) form around rDNA (cyan). (C) Comparison of the experimentally observed (Rao et al 2014 Cell, lower
left) and simulated (upper right) contact frequencies of chromosome 10 of IMR90, shown with a 100 kb resolution.
The observed and the simulated contact frequencies are normalized to the 95-percentile of the respective data. The
experimental data is lacking in the gray shaded areas. The plaid pattern in the simulated contact map is less evident
than the experimental counterpart because of the mild phase separation. (D) Contour plot comparing the genome-wide
distribution of observed compartment signal (PC1) of IMR90 with the one obtained from the simulation. Density is
the number of 100-kb chromatin segments in a bin of 0.1 × 0.1 square on the plane. Pearson’s correlation coefficient
is r = 0.72. The mild phase separation still reproduces the genome-wide compartmentalization of the chromosomes
observed in the experiment.

Fig. S12 : Simulated LADs of chromosomes of IMR90 are compared with the experimental data. The simulated
(black lines) and experimental (Sadaie et al. 2013 Genes Dev., red and pink areas) data are shown. The experimental
data are lacking in the gray shaded regions.

Fig. S13 : Simulated NADs of chromosomes of IMR90 are compared with the experimental data. The simulated
(black lines) and experimental (Dillinger et al. 2017 PLoS One, green and light green areas) data are shown. The
experimental data are lacking in the gray shaded regions.

Fig. S14 : Comparison of the simulated results in the absence of nucleolus with the experimental data. (A) Comparison
of the experimentally observed (lower left in each panel) and simulated (upper right in each panel) contact frequencies
of chromosomes 1, 15, and 19 of IMR90, shown with a 100 kb resolution. The observed and the simulated contact
frequencies are normalized to the 95-percentile of the respective data. The experimental data are lacking in the gray
shaded areas. (B) Contour plot comparing the genome-wide distribution of observed compartment signal (PC1) of IMR90
with the one obtained from the simulation. Density is the number of 100-kb chromatin segments in a bin of 0.1× 0.1
square on the plane. Pearson’s correlation coefficient is r = 0.77. In A, the gray shaded area in chromosome 15 contains
the rDNA region. In other regions than the rDNA regions, the simulated data are not changed significantly from the one
in Figs. S5 and 6.

Fig. S15 : Simulated chromatin movements in interphase IMR90 nucleous. (A) Mean square displacement (MSD)
of 100 kb regions of chromatin. (B) Time-dependent diffusion constant, D(t). Averaged over type-A (yellow), type-B
(blue), and all (gray) chromatin regions.

Fig. S16 : Normalized pair-correlation functions between slow (S) and fast (F) chromatin regions. Correlation
between regions separated in distance d, g̃SS(d) (blue), g̃FF (d) (yellow), and g̃SF (d) (gray).

Movie S1 : The simulated expansion process of the IMR90 genome at the entry to the interphase and the subsequent
fluctuations in interphase. A 0.4 µm-width slice of the nucleus is shown. Video frames were sampled at every 1000 steps
of the Langevin dynamics simulation and rendered at 20 frames per second, showing approximately 12-minute simulated
dynamics in one-second movie motion. The genome is phase-separated into type-A (yellow), type-u (gray), type-B (blue)
chromatin regions, and the nucleoli (green). Centromeres (red) locate near the type-B regions, and the rDNA loci (cyan)
are buried in the nucleoli.
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Movie S2 : The same simulated dynamics of the IMR90 genome as in Supplementary Movie S1 shown with smoothing along
the trajectory. High-frequency vibrations were filtered out by convolving a Gaussian kernel with the trajectory of each
chromatin region; denoting the time point of the kth video frame by tk, the smoothed trajectory of the ith chromatin
region r̃i(t) was given by the convolution r̃i(tk) = 1/Cw

∑12
w=−12 exp(−w2/(2w2

0))ri(tk+w) with the reflective boundary
condition. Here, ri(t) is the raw trajectory of the ith region, Cw =

∑12
w=−12 exp(−w2/(2w2

0)), and w0 = 4.

Movie S3 : Two-dimensional cross-section view of the simulated dynamics of the IMR90 genome with smoothing along the
trajectory. The trajectory is the same as in Supplementary Movie S2. Each 100-kb chromatin region is rendered as a
point

Movie S4 : The simulated dynamics of one of the homologues of chromosome 10 of the IMR90 genome. The trajectory is the
same as in Supplementary Movie S1. The first 30 Mb of the chromosome is colored as type-A (yellow), type-u (gray),
and type-B (blue) chromatin regions to emphasize how local chromatin domains of different types are spatially separated
from each other.

Movie S5 : The simulated dynamics of one of the homologues of chromosome 10 of the IMR90 genome with smoothing along
the trajectory. The smoothed trajectory is the same as in Supplementary Movie S2. The first 30 Mb of the chromosome
is colored as type-A (yellow), type-u (gray), and type-B (blue) chromatin regions to emphasize how local chromatin
domains of different types are spatially separated from each other.
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Fig. S1. Characterization of type-A and type-B chromatin in FG simulations. (A) Coarse-grained interaction potentials UCG(r) before applying
smoothing. The coarse-grained potential energy between 100-kb type-A chromatin regions (left), type-B chromatin regions without cohesin (middle) and type-B chromatin
regions with cohesin (right) are shown for various chromatin density ρ. Solid lines are the potentials derived with the PRISM theory and dashed lines are the potentials of mean
force. The plots confirm that the smoothing applied in Fig. 2D-2F in the main text does not alter the essential shape of the potentials. (B) Type-B coarse-grained potentials with
different cohesin loading constant kon/koff = 0, 0.05, 0.1 kb−1. The potential curve becomes steeper as more cohesin is loaded. (C) The simulated radius of gyration
of type-A (red), cohesin-loaded type-B (blue) and cohesin-free type-B (pale blue) chromatin as a function of the length of a subdomain. The curve for cohesin-free type-B
chromatin does not show a saturating behavior.

A B C

1 2 3 4 5
Cluster ID

0

250

500

750

C
lu

st
er

 s
iz

e

0 500 1000
Cluster size

0

50

100

150
F

re
qu

en
cy

Fig. S2. Simulated nucleoli defined as clusters of nucleolar beads. (A) Clustering of the distributed nucleolar beads in an example IMR90 cell. Simulated
nucleolar beads were clustered according to their three-dimensional positions and projected onto the two-dimensional xy plane for visualization. Five clusters (blue, cyan, green,
yellow and red) and the DBSCAN outliars (purple) were detected. (B) Cluster size of the example shown in A. The first and fourth clusters are small, representing the rogue
beads separated by thermal fluctuations from nucleoli; these rogue beads were not counted as nucleoli in Fig. 4B of the main text. (C) Distribution of the cluster size in 200
simulated IMR90 cells. The dotted line at the cluster size 100 separates the small-cluster outliars.
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Fig. S3. Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right in
each panel) genome wide contact frequencies. Top: GM12878 and Bottom: IMR90. Shown with a 1 Mb resolution. The observed and the simulated contact
frequencies are normalized to the 93-percentile of the respective data.
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Fig. S4. Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right in
each panel) contact frequencies of chromosomes 1 to 12 of GM12878. Shown with a 100 kb resolution. The observed and the simulated contact
frequencies are normalized to the 96-percentile of the respective data. The experimental data are lacking in the gray shaded areas.
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Fig. S5. Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right in
each panel) contact frequencies of chromosomes 13 to 22 and chromosome X of GM12878. Data of active and inactive X chromosomes were
averaged. Shown with a 100 kb resolution. The observed and the simulated contact frequencies are normalized to the 96-percentile of the respective data. The experimental
data are lacking in the gray shaded areas.
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Fig. S6. Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right in
each panel) contact frequencies of chromosomes 1 to 12 of IMR90. Shown with a 100 kb resolution. The observed and the simulated contact frequencies
are normalized to the 96-percentile of the respective data. The experimental data are lacking in the gray shaded areas.
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Fig. S7. Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right in
each panel) contact frequencies of chromosomes 13 to 22 and chromosome X of IMR90. Data of active and inactive X chromosomes were
averaged. Shown with a 100 kb resolution. The observed and the simulated contact frequencies are normalized to the 96-percentile of the respective data. The experimental
data are lacking in the gray shaded areas.
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Fig. S8. Comparison of the simulated chromosomes having randomly annotated chromatin types with the experimental data. (A)
Comparison of the experimentally observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right in each panel) contact frequencies of chromosomes 1, 10,
and 19 of IMR90, shown with a 100 kb resolution. The observed and the simulated contact frequencies are normalized to the 95-percentile of the respective data. The
experimental data are lacking in the gray shaded areas. (B) Contour plot comparing the genome-wide distribution of observed compartment signal (PC1) of IMR90 with
the one obtained from the simulation. Density is the number of 100-kb chromatin segments in a bin of 0.1× 0.1 square on the plane. Pearson’s correlation coefficient is
r = −0.03. In A, a periodic pattern near the diagonal of the contact matrix of simulated chromosome 1 reflects the helical conformation of the chain in telophase. The
simulated fine-graded chain of mitotic chromosome takes a helical structure with a∼ 10 Mb pitch due to the repulsion among chromatin regions, which disappears from the
properly annotated chromosome chains as the chain expands at the entry to interphase, but remains here in the randomly annotated chromosome chain.
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Fig. S9. Comparison of the simulated results obtained by doubling the trajectory length with the experimental data. Length of the
simulation trajectories was doubled from 70,000 steps in the ordinary sampling to 140,000 steps. (A) Comparison of the experimentally observed (Rao et al 2014 Cell, lower
left in each panel) and simulated (upper right in each panel) contact frequencies of chromosomes 1, 10, and 19 of IMR90, shown with a 100 kb resolution. The observed and
the simulated contact frequencies are normalized to the 95-percentile of the respective data. The experimental data are lacking in the gray shaded areas. (B) Contour plot
comparing the genome-wide distribution of observed compartment signal (PC1) of IMR90 with the one obtained from the simulation. Density is the number of 100-kb chromatin
segments in a bin of 0.1× 0.1 square on the plane. Pearson’s correlation coefficient is r = 0.76. (C) The simulated (red) and observed (black) contact frequency P (s)
averaged over the genome for the sequence separation s; this simulated P (s) profile is almost same as the one in Fig. 5D in the main text, showing the robustness of the
results against the trajectory extension.
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Fig. S10. Comparison of the simulated results obtained with the binary annotation of sequence with the experimental data. Each
100-kb region in the genome sequence was annotated as type-A (Zw > 0) or type-B ( Zw ≤ 0). (A) Comparison of the experimentally observed (Rao et al 2014 Cell, lower
left in each panel) and simulated (upper right in each panel) contact frequencies of chromosomes 1, 10, and 19 of IMR90, shown with a 100 kb resolution. The observed and
the simulated contact frequencies are normalized to the 95-percentile of the respective data. The experimental data are lacking in the gray shaded areas. (B) Contour plot
comparing the genome-wide distribution of observed compartment signal (PC1) of IMR90 with the one obtained from the simulation. Density is the number of 100-kb chromatin
segments in a bin of 0.1× 0.1 square on the plane. Pearson’s correlation coefficient is r = 0.74.
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Fig. S11. Simulated results with an alternative type-B potential. (A) The functional shapes of the type-A potential (yellow) and an altenative type-B
potential (blue) are supoerposed. The alternative type-B potential is defined as ŨBB(r) = ε̃(1− (r/σB)6)3 for r ≤ σB and ŨBB(r) = 0 for r > σB, with ε̃ = 5kBT .
Compared to UBB, ŨBB is more faithful to the coarse-grained potential derived from the fine-grained simulations of type-B chromatin. (B) A cross-sectional view of the
IMR90 chromosomes in an interphase nucleus simulated with the 100-kb model using the alternative type-B potential. Other forces, parameters and chromatin annotations
are the same as those used in the simulations shown in Fig. 4. Mild phase separation of type-A (yellow), type-u (gray) and type-B (blue) chromatin regions are observed.
Nucleoli (green) form around rDNA (cyan). (C) Comparison of the experimentally observed (Rao et al 2014 Cell, lower left) and simulated (upper right) contact frequencies of
chromosome 10 of IMR90, shown with a 100 kb resolution. The observed and the simulated contact frequencies are normalized to the 95-percentile of the respective data. The
experimental data is lacking in the gray shaded areas. The plaid pattern in the simulated contact map is less evident than the experimental counterpart because of the mild
phase separation. (D) Contour plot comparing the genome-wide distribution of observed compartment signal (PC1) of IMR90 with the one obtained from the simulation.
Density is the number of 100-kb chromatin segments in a bin of 0.1× 0.1 square on the plane. Pearson’s correlation coefficient is r = 0.72. The mild phase separation still
reproduces the genome-wide compartmentalization of the chromosomes observed in the experiment.
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Fig. S12. Simulated LADs of chromosomes of IMR90 are compared with the experimental data. The simulated (black lines) and experimental
(Sadaie et al. 2013 Genes Dev., red and pink areas) data are shown. The experimental data are lacking in the gray shaded regions.
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Fig. S13. Simulated NADs of chromosomes of IMR90 are compared with the experimental data. The simulated (black lines) and experimental
(Dillinger et al. 2017 PLoS One, green and light green areas) data are shown. The experimental data are lacking in the gray shaded regions.
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Fig. S14. Comparison of the simulated results in the absence of nucleolus with the experimental data. (A) Comparison of the experimentally
observed (Rao et al 2014 Cell, lower left in each panel) and simulated (upper right in each panel) contact frequencies of chromosomes 1, 15, and 19 of IMR90, shown with a
100 kb resolution. The observed and the simulated contact frequencies are normalized to the 95-percentile of the respective data. The experimental data are lacking in the gray
shaded areas. (B) Contour plot comparing the genome-wide distribution of observed compartment signal (PC1) of IMR90 with the one obtained from the simulation. Density is
the number of 100-kb chromatin segments in a bin of 0.1× 0.1 square on the plane. Pearson’s correlation coefficient is r = 0.77. In A, the gray shaded area in chromosome
15 contains the rDNA region. In other regions than the rDNA regions, the simulated data are not changed significantly from the one in Figs. S5 and 6.
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Fig. S15. Simulated chromatin movements in interphase IMR90 nucleous. (A) Mean square displacement (MSD) of 100 kb regions of chromatin. (B)
Time-dependent diffusion constant, D(t). Averaged over type-A (yellow), type-B (blue), and all (gray) chromatin regions.
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Fig. S16. Normalized pair-correlation functions between slow (S) and fast (F) chromatin regions. Correlation between regions separated in
distance d, g̃SS(d) (blue), g̃FF (d) (yellow), and g̃SF (d) (gray).
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