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A. Overview of available open-source in-line holographic particle tracking algorithms 

Reconstructing the micro-object 4D (space + time) locations from lensless digital in-line holographic microscopy 
(DIHM) data is a task that was undertaken many times by numerous scientific groups. However, due to the lack of 
open-source software, researchers in this area are mainly focused on presenting a particular solution instead of 
comparing performance with other algorithms utilizing ground truth datasets. We would like to comment on 3 open-
sources DIHM 4D tracking solutions published recently alongside with the codes. Unfortunately, due to reasons 
mentioned below, they are not fully suitable for comparing them with openly accessible DarkTrack. 

The UmUTracker [1,2] – a graphical user interface application designed for 4D particle tracking from data acquired in 
light microscopy or DIHM. Thanks to the user-friendly interface, this program enables a straightforward 
reconstruction. However, because of the algorithmic method for finding the particle transverse (x,y) location that bases 
on the circle detection in hologram plane, it is not suitable for detecting objects inside the volume with high particle 
density (when the Gabor fringes from the neighboring particles are overlapping with each other). Moreover, for 
simpler holograms from our datasets (without Gabor fringes overlapping) the accuracy of the particle position at z 
direction exhibited errors greater than several particle diameters. 

The MB-HoloNet [3] – a deep learning solution [4] for training neural networks for 3D volume reconstruction from a 
single hologram. Networks trained with MB-HoloNet architecture can reconstruct the full object volume within a short 
time (several milliseconds) and with very good quality. However, this solution is not universal (one neural network 
model is suitable only for a system/task with a certain, predefined parameters) and requires user to perform on its 
own extensive process of training neural networks. Moreover, MB-HoloNet is limited by the graphical processing unit 
(GPU) memory size, which in practice allows to train a model to reconstruct rather small volumes (training network to 
reconstruct 128x128x32 pixel volume requires over 15 GB GPU memory). Furthermore, MB-HoloNet provides a 
reconstructed 3D volume and requires users to further process it to retrieve objects 4D locations (outside the MB-
HoloNet scheme). 

The HoloFlow-PTV [5,6] – codes for reconstructing fluid flows from a set of DIHM holograms. In the HoloFlow-PTV, 
fluid flows are reconstructed basing on the reconstructed particle volume and strong priors on how these particles are 
allowed to move (e.g., divergence-free flow). In practice, it makes the algorithm truly valuable and capable for studying 
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fluid flows (as it was carefully designed for), however, applying it to data where the particles are allowed to rapidly 
change movement directions (as in our case of somewhat randomized trajectories) may cause reconstruction errors. 

B. Beam propagation method 

Beam propagation method (BPM) is a class of algorithms that allows for optical field propagation in inhomogeneous 
refractive index distribution. In our work, we have used the BPM for propagation of 2D field 𝑢(𝑥, 𝑦, 0) along z-axis 
through a discretized 3D object volume following the Algorithm 1 [7]: 

 

Algorithm 1: BPM for propagating the optical field through object volume 
for 𝑧𝑖 from 0 to 𝑆𝑧 with axial step 𝛿𝑧: 
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where 𝑆𝑧 is the volume size in 𝑧 direction, 𝑛0 is the background refractive index, i.e., refractive index of the surrounding 
medium, 𝜆 is the light wavelength, 𝑓𝑥 and 𝑓𝑦 are the spatial frequencies along x and y axes, 𝑛(𝑥, 𝑦, 𝑧) is the object 

complex refractive index distribution, which real part is responsible for phase delay and imaginary part (extinction 
coefficient) defines the light absorption; 𝐹 and 𝐹−1 stands for 2D Fourier transform and inverse Fourier transform, 
respectively. 

C. Angular spectrum method 

Angular spectrum method (AS) is an algorithm that propagates the optical field (𝑢(𝑥, 𝑦, 𝑧)) in the free-space 
at ∆𝑧 distance according to Equation (S1) [8,9]: 
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𝑗2𝜋∆𝑧√(

𝑛0
𝜆
)
2
−𝑓𝑥(𝑥,𝑦)

2−𝑓𝑦(𝑥,𝑦)
2

).                                         (S1) 

D. Strategies for removing holograms background component 

Reconstructing a background free hologram (i.e., hologram with diffraction fringes oscillating around 0) is a common 
technique in DIHM as it allows for high contrast object reconstruction with mixed amplitude and phase factors. 
Computing the hologram background may be performed in several ways, e.g., by setting image collected without object 
presence in the system as the background [10], or by high-pass filtering each hologram with either the simple Gaussian 
kernel [11] or more sophisticated fringe pattern filtering methods like the empirical mode decomposition algorithm 
[12,13] or the recently proposed iterative filtering algorithm [14,15]. In the DarkTrack algorithm, we set as the 
background the mean frame from all collected holograms due to this solution simplicity and robustness. Moreover, it 
enables removing static objects in the processing path, which improves the results readability. In the case of processing 
datasets consisting of a low number (below 10) of holograms or when there is a need to observe both static and 
dynamic objects, we extract the background by filtering holograms with the classical Gaussian filter with sigma 
parameter equal to 30, that enables satisfactory background filtration for high variety of the holograms. Efficiency of 
such simple filtering further corroborates robustness of the proposed DarkTrack algorithm.  

E. Interpretation of the near edge microbeads elliptical shape occurrence 

When recording a lensless microscopy hologram, the information about the object is stored in the Gabor fringes, which 
result from the interference between light that seamlessly passes through the sample and light that is scattered by the 
sample, Fig. S1(a). Back propagating this hologram to the object plane allows for recovering the object information, Fig. 
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S1(b) and the more Gabor fringes are present in the hologram, Fig. S1(c), the more object information may be 
reconstructed and, therefore, the higher resolution reconstruction is obtained, Fig S1(d). 

 

 

Figure S1. Simulation results. Simulated holograms (a),(c),(e) and their reconstructed dark field amplitudes (b),(d),(f) 
respectively. 

In the case of observing an object that is close to the image edge, its hologram Gabor fringes are cut by the camera 
aperture from a given side, Fig. S1(e). This results in the reconstruction resolution drop along the direction 
perpendicular to this edge, which causes the reconstruction directional blur, and therefore an elliptical shape of the 
reconstructed spherical microbead, Fig. S1(f). However, this blur is symmetrical with respect to the microbead center, 
hence, this effect does not affect the accuracy of finding microbead (x,y) center employed in the proposed DarkTrack 
algorithm. 

F. Description of the experimental systems 

For the experimental validation of our DarkTrack method involving live spermatozoa, we implemented two different 
optical systems. On one hand, a lens-based DIHM scheme, Fig. S2(a), is defined for human sperm analysis [16]. 
Essentially, it includes the embodiment of an upright bright-field microscope (Olympus BX60), having an UMPlanFl 
20X/0.46NA microscope objective and a tube lens system as imaging optics. For DIHM implementation, we externally 
inserted a coherent blue (450 nm) illumination coming from a fiber coupled laser diode from Blu Sky Research 
(SpectraTec 4 STEC4 405/450/532/635 nm), and the sample is axially shifted 90 μm from its conventional imaging 
position (see [16] for more details). Finally, the in-line holograms are recorded using a digital camera (Mightex USB 3.0 
SMN-B050-U, CMOS sensor type, 2560x1920 pixels, 2.2x2.2 μm pixel pitch).  

On the other hand, goat spermatozoa are studied with a lensless DIHM [17]. Here, a violet (405 nm) light coming from a 
Blu-ray optical unit, is focused using a high NA lens to provide a coherent quasi-point source. Then, such a light passes 
through the sample and the magnified (M = 15 X) Gabor hologram is recorded with the same digital camera (Mightex 
CMOS sensor), Fig. S2(b).  
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Figure S2. Optical schemes of the (a) lens-based and (b) lensless DIHM setups implemented for DarkTrack validation involving 
human and goat spermatozoa, respectively. 
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