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Supplementary Figure 1. Building stacking model. Each base model was trained on the four folds of the original training set and predicted the
reserved training set. This process was repeated five times using different 4-fold subsets to generate the inputs of the meta models in the training set.
Simultaneously, each base model also predicted the test set five times, and the mean of the predictions was the input of the meta models.



