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Supplementary Material 
 
 
1. Study samples 
 
Figure S1 depicts the flowcharts for the study samples from the VIP2 [S1] and COVIP [S2] studies 
cohorts. 
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Figure S1. Selection of patients from the VIP2 and COVIP study cohorts. 
 
 
 
2. Geriatric patient characteristics 
 
The following geriatric patient characteristics were documented in the VIP2 study on admission 
to ICU [S1]:  

- frailty assessed by the Clinical Frailty Scale (CFS - [S3]), 
- cognitive impairments measured by the Informant Questionnaire on Cognitive 

Decline in the Elderly (IQCODE - [S4]),  
- activities of daily living evaluated by the Katz index [S5], 
- pre-existing chronic conditions summarised by the Comorbidity and Polypharmacy 

Score (CPS - [S6]). 
 
The CFS is composed of nine categories ranging for the very fit (CFS 1) to the terminally ill  
(CFS 9) with frail patients having a CFS of 5 or above. The Katz index is based on classifying the 
performance in six daily activities (bathing, dressing, toileting, transfering, feeding, continence) 
according to the required level of support (0 - dependent, 1 - independent). The index summarises 
this assessment, e.g. a Katz index of 6 indicates independence in daily living. The IQCODE is 
based on a questionnaire that was filled in by caregivers with intimate knowledge of the patient. 
Cognitive impairment was defined as an overall score of 3.5 or higher [S7]. The CPS is determined 
by summing up all chronic comorbid conditions and medications. 
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3. Phenotyping by clustering analysis 
 
The workflow of phenotyping is depicted in Figure S2.  
 
 

 
Figure S2. Workflow of phenotyping by clustering analysis. Please see Figure S3 for further 
details about Step 1. 
 
 
Variables were first normalised by subtracting the mean and dividing by the standard deviation. 
We used the K‐Prototypes algorithm, which is a variant of the K-means algorithm for handling 
both numerical and categorical variables [S8], to cluster patients according to the similarity of their 
n characteristics. This algorithm partitions the n-dimensional dataset into a predefined number K 
of clusters [S9]. Each patient is assigned to the cluster with the nearest, i.e. least distant, mean. 
Distances D(X,Y) between two patients X and Y having n characteristics xi=1..n and yi=1..n are 

calculated as D(X,Y) = ∑i∈numerical (xi-yi)2  +  ∑j∈categorical δ(xj-yj). The first term is the Euclidean 

distance for numerical values and the second term is the distance between categorical variables 

which is the number of unmatched categories with δ(xj,yj) = {0 if xj = yj, 1 if xj ≠ yj . 

 
Determining a suitable number of phenotypes is important for an appropriate representation of 
the diversity within a patient population. Since there is no 'gold standard' for estimating that 
number, previous studies on phenotyping patients by K-means clustering applied different 
techniques for that purpose [e.g. S10, S11]. In this study, we have implemented a method (Figure 
S2) that first obtains an estimate for K, considered an upper bound KUB (Figure S3), then performs 
K-means clustering with K = KUB in consecutive 20 bootstrapping samples (80% retention rate) 
and finally selects only those clusters from the KUB clusters which are found to be robust against 
random variations of the data [S12] (Figure S4). This process determines the number of 
reproducible clusters, which are considered phenotypes, by using intrinsic properties of the data 
and requires only an initial estimation of KUB . 
 
In step 1, KUB is estimated by finding an appropriate elbow point in the plot of K against the 
information in K clusters (Figure S3). For each clustering run resulting in K clusters, the 
information provided by a single cluster i is estimated with respect to outcome (ICU mortality) by 
Shannon's entropy Hi [S13] with pi representing the probability of death within that cluster i:  

Hi = - pi log2pi - (1-pi) log2(1-pi). The total entropy TE for each clustering run with fixed K is 

determined as the size-weighted mean of H for all clusters i = 1..K of size ni : TE = 1/N ∑i=1..K ni Hi . 
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Figure S3. Total entropy TE plotted against the number of clusters K.  K=12 was chosen as an 
appropriate elbow point in that plot which represents the upper bound KUB for the VIP2 dataset. 
 
 
In step 2, we obtained an initial partitioning of the patient population into K = KUB clusters. After 
each resampling (bootstrapping with 80% retention) and reclustering run (step 3, Figure S2), the 
new KUB clusters detected by the K-means algorithm were labeled according to their maximum 
overlap with the clusters from the initial partitioning as measured by the Jaccard similarity 
coefficient [S14]. Finally, sets of patients which were reproducibly assigned to the same initial 
cluster during repeated resampling and reclustering runs and represented more than 1% of the 
whole cohort were considered phenotypes (Figure S4). The role of specific patient characteristics 
in that process was estimated by the 'permutation feature importance' technique [S15] (Figure 
S5). 
 
 

 
 
Figure S4. Illustration of the clustering of the patient population by their phenotypical similarity 
based on two characteristics x and y. Sets of patients which are very similar, i.e. close to each 
other in the 2-dimensional data space, and reproducibly assigned to the same labels (depicted in 
colours) despite random variations of the dataset are designated as phenotypes.  



4 

 
 

Figure S5. Relative importance of patient characteristics for clustering analysis. 
 
 
In an additional step, grouping of clusters was performed to examine if the number of phenotypical 
categories can be reduced by relaxing the reproducibility criterion for identifying phenotypes. 
Clusters which shared more than 5% of the patient population during repeated bootstrapping and 
reclustering runs are merged into phenotypical groups. Figure S4 depicts an example where all 
dots in the lower row would be merged into a single phenotypical group during that process due 
to significant overlaps. Note that this algorithm can lead to sequential merging of clusters in the 
data space with subsequent loss of differential information. For example, when considering the  
x-axis in Figure S4 as representing a specific patient characteristic, distinctions that exist between 
the two colour-labeled phenotypes (interpreted as ‘low x’ vs ‘high x’ phenotypes) disappear after 
grouping was performed. The impact of that effect on geriatric characteristics in the VIP2 study 
cohort is demonstrated in Figure S6. After differences in the geriatric characteristics and age were 
attenuated during grouping, the SOFA score becomes the main determinant for differences 
between groups I and II. 
 

 
Figure S6. Grouping of clusters in the VIP2 study cohort (n=1977). Distributions of patient 
characteristics are shown for two phenotypical groups (I, II). The colours blue, orange and pink 
represent the 25th, 50th and 75th percentile of the distribution, respectively. Note the loss of 
differential information for geriatric characteristics and age between groups I amd II in comparison 
to the profiles of seven phenotypes shown in Figure 1.  
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4. Contribution of individual countries to VIP2 phenotypes 
 
Figure S7 shows the relative contribution of the countries, which participated in the VIP2 study, 
to the seven phenotypes A - G. 
 
 

 
 

Figure S7. Relative contribution of different countries, distinguished by colour, to the phenotypes 
A - G identified in the VIP2 study cohort. 
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