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Supplementary Figure 1. Loss curves. (a) Best CNN. loss_train is plotted over epochs in gray, 

and the mean squared error (MSE) loss curve for 10 Study 1 subjects in black. (b) Best GAN. 

loss_disc is plotted in red and loss_gen in blue over epochs. MSE loss curve for 10 Study 1 subjects 

is shown in black. All 3 curves are for (γ = 1.0, δ = 1.0). Note that convergence occurred for the 4 

other (γ, δ) combinations tested as well. 



 

Supplementary Figure 2. ON/OFF accuracy of trained CNN and trained GAN discriminator 

when different amounts of random normal noise are added to weights. The ON/OFF accuracy 

values shown were averaged over 5 trials, with standard deviation shown as error bars. Average 

performance of the GAN discriminator drops from 100% to 98% to 78% (in blue) as more and 

more noise is added to the weights of the trained model. When random values sampled from the 

normal distribution with mean 0 and standard deviation 0.1 – the greatest amount of noise – is 

added to the weights of the trained CNN, we see that ON/OFF accuracy is 44% (in red). These 

results are overall consistent with our expectation that the accuracy of trained models will decrease 

when random noise is added to the weights. Both models perform at their peak performance up 

until a significant amount of noise is added, with a greater drop off in performance for the CNN 

than for the GAN discriminator. 
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Supplementary Figure 3. Three randomly chosen real samples and one created by the fully 

trained generator. In blue are the log spectra features - acceleration in X (top), Y (middle), and Z 

(bottom) - obtained at the end of the feature processing step. In red is a sample created by a 

generator trained using the real samples. 
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Supplementary Figure 4. Performance of CNN and GAN discriminator trained with different 

hyperparameter combinations. 

0.5 1 - - 80% 0.48 6.35 7.25
1 0 - - 100% 0.56 5.74 6.63
1 0.5 - - 70% 0.49 7.26 8.69
1 1 - - 70% 0.56 5.57 6.26

0.5 1 - - 78% 0.37 6.40 3.50
1 0 - - 78% 0.56 5.34 2.89
1 0.5 - - 78% 0.61 4.48 3.10
1 1 - - 67% 0.53 10.73 4.58

0.5 1 1 1 70% 0.44 6.61 7.72
1 0 1 1 90% 0.62 4.36 6.30
1 0.5 1 1 100% 0.61 4.39 6.03

1 1 100% 0.6 4.61 4.21
0.1 0.5 90% 0.58 4.88 6.06
1 0.5 90% 0.61 4.34 6.00

0.5 1 100% 0.61 4.77 5.24
0.1 1 80% 0.56 5.69 7.00

0.5 1 1 1 89% 0.32 6.16 4.79
1 0 1 1 89% 0.47 6.95 5.93
1 0.5 1 1 89% 0.44 5.23 4.84

1 1 100% 0.55 6.75 4.17
0.1 0.5 89% 0.36 8.62 6.13
1 0.5 67% 0.54 6.90 4.74

0.5 1 78% 0.43 10.02 5.28
0.1 1 78% 0.45 9.85 4.90
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Supplementary Figure 5. Performance of CNN and GAN discriminator trained on the Study 2 

dataset and tested on Study 1 data. The hyperparameter combinations for which the models had 

best ON/OFF accuracy are in bold. As expected, the test performance is lower when the models 

were trained using the more skewed Study 2 dataset rather than the more balanced Study 1 dataset.  

 

 

 

Supplementary Figure 6. Performance of trained CNN and trained GAN discriminator with 

different amounts of weight perturbation. 

0.5 1 - - 60% 0.62 12.52 6.76
1 0 - - 71% 0.51 26.54 7.93
1 0.5 - - 60% 0.15 14.41 8.08
1 1 - - 63% 0.60 6.88 5.82

0.5 1 1 1 63% 0.40 13.58 6.75
1 0 1 1 71% 0.27 27.61 7.89
1 0.5 1 1 69% 0.37 25.41 7.98

1 1 60% 0.47 12.61 6.61
0.1 0.5 54% 0.30 21.37 7.63
1 0.5 54% 0.11 26.53 8.02

0.5 1 69% 0.39 22.37 7.33
0.1 1 51% 0.39 21.20 7.04
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