Supplementary Material A: Background on Machine Learning

Referred to jointly as machine intelligence, artificial intelligence (Al) and ML were introduced in the
1950s. Al was introduced with the goal of allowing machines to form abstractions and concepts, perform
natural language processing (NLP), and solve problems previously reserved for humans and, in so doing,
to improve themselves in creativity, self-improvement, randomness, theory of computation, computers, and
neural networks (NNs) [1], among others. In 2021, its scope was the theory and development of computer
systems that perform mathematical computing, learning, reasoning, problem solving, decision making, visual
perception, NLP (e.g., speech recognition and translation of language) and other tasks that normally require
human intelligence [2]. In comparison, the definition of ML evolved from giving computers the ability to
learn without being explicitly programmed [3] to a type of Al that enables them to independently initiate
and execute learning when exposed to new data [2]. The field can be subdivided to supervised ML where
computer algorithms make decisions based on a given set of labelled paired input-output training data and
unsupervised ML where algorithms do not require labelled data to build models [4, 5, 6, 7, 8, 9].

The key problems addressed by supervised ML are classification, ranking, and regression. In classification
problems, the aim is to predict which class (or classes) a given input belongs to; for example, differentiating
people living with and without MS. In ranking problems, the aim is to generate a ranked order of inputs based
on a given criterion such as rating individual participants according to MS-disease severity. In regression
problems, the aim is to generate a value representing each input along a continuous variable with respect
to a given criterion. The continuous variable could reflect, for example, an individual’s response to a given
treatment regimen using a scale from 0% to 100%. The most prominent supervised ML algorithms [§]
introduced in the 1950s-1980s were perceptron, naive Bayes, and nearest neighbour classifiers; these were
used together with artificial NNs and genetic algorithms for classification, ranking, and regression. The 1990s
saw the introduction of random (decision) forests, gradient boosting, and support vector machines (SVMs).
Hidden Markov models and conditional random fields were simultaneously developed to classify sequential
data in the 1960s—2000s. From 2010 onwards, the state-of-the-art supervised ML has been based on deep
NNs. Deep NNs are successfully used in classification and regression tasks, including signal and NLP, among
others, on both cross-sectional and time-series data. However, they rely on a very large number of labelled
input-output pairs for their training and abilities to justify their decision-making principles are weaker when
compared to the earlier algorithms.

The key problems addressed by unsupervised ML are clustering, input representation, dimensionality
reduction, and latent variable modelling. In clustering problems, the aim is to organise input instances so
that instances that are similar with respect to a given criterion group near each other but are separated
from dissimilar instances. Input representation problems refer to the development of a model of the input
data which can efficiently represent the dataset in a deterministic or probabilistic manner. Dimensionality
reduction problems aim to generate an output dataset with a reduced number of dimensions compared to
those in the input dataset without loss of important information. Latent variable modelling problems involve
discovering hidden information related to observable variables in the data. Unsupervised learning problems
can be tackled with both algorithms that are not based on NNs (e.g., principal component analysis (PCA),
random forests, and k-means) and NN-based algorithms (e.g., autoencoders [10] and self-organizing maps
(SOMs) introduced in the 1980s [10], deep belief nets from the 2000s [11], as well as generative adversarial
networks (GANs) from 2014 [12]).
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