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Supplemental Figure 1: Illustration of the different time-courses of growth of a population subject to
predation, as expressed by the differential equation & = ax(1 — o/Tymax) — br?/(c? + 22), with parameters
a = 2,y = 20,b = 5,¢ = 2. Each curve represents the trajectory of a population given initial value
2(0) = zg. Arrows denote the direction of time.

1 OVERVIEW OF DYNAMICAL SYSTEMS

In order to facilitate interpretation of the models uncovered by our review, this section first introduces some
basic technical aspects of dynamical systems using simple examples. A dynamical system is a system whose
state evolves over time in accordance to an “evolution rule”, which can be mathematically described by sets
of differential equations in the continuous setting, or difference equations in the discrete setting. Here, we
provide a basic introduction to models based on differential equations.

Our first model is demonstrative of continuous dynamical systems that reach a stable equilibrium (a stable
state or fized point). These models may have one or more stable states, but are characterized by the system
converging to, and remaining at, these points or limit sets until perturbed. The specific stable state to which
a system arrives may depend on several factors, including the starting point. Example 1 describes a simple
dynamical system modelling growth of a population under (A) space constraints and (B) predation, in which
the population size reaches a stable equilibrium.

Example 1 (A System with Stable States). A classical dynamical system describes the growth of a population
whose size at time 0 < t is denoted x(t) or simply x for parsimony. The rate of change in x, denoted &

(alternatively 2’ (t) or dz/dt) is
i—a(l—xx >x (1)
max

which is known as the logistic equation. Here, coefficient Tmax denotes the maximum possible population size,
and a is a scalar value identifying the growth rate. If a > 1, then the population will grow over time, whereas
it will shrink if a < 1. The term (1 — 2/Zmax) indicates the proportion of population capacity still available
for reproduction. As x approaches Tmax, the value of (1 — x/Tmax) approaches 0 and reproduction stops.

Some populations are also subject to predation. This can be incorporated into Equation 1 by adding a
predation function bx?/(c* + x2), where b > 0 is a constant representing the rate of predation, and ¢ > 0
represents the size of the population at which 50% of the maximum predation rate is reached (note that this is
equivalent to the biochemical Hill function with exponent n = 2). Equation 1 thus becomes

2

X x
r = 1-— —b———. 2
v a( xmax) v c? + x? ( )

Supplemental Figure 1 is a stream plot showing the trajectories of population size (as modelled by Equation
2) across time. For initial population sizes greater than 0, the population will converge on a stable equilibrium
value. The rate at which the population approaches that fized point is dependent on the initial population size.




;{:—0‘.5 (Pk}ase Spacg) p==0.5 (Time Series)

P33
1k
= o Q) s
* E
1F
Y
2 -1 0 1 2 0 10 20 30 40 50
x(t) t
1=0 (Phase Space) #=0 (Time Series)
s T : T n - - - T T
1L
1F
-2 jun L L L > L h L L L It
2 -1 0 1 2 0 10 20 30 40 50
x(t) t
p=1 (Phase Space) p=1 (Time Series)
3 T T T T B 2 Y T . T .
P33
1B
g o :
1E
b
_3b

-2 -1 0 1 2 0 10 20 30 40 50
x(t) t

u=7 (Time Series)

p=17 (Phase Space)
10 T T ™

x'(t)

2 -0 12 0 10 20 30 40 50
x(t) N

Supplemental Figure 2: The van der Pol oscillator (VPO) [8, 9] across values of the nonlinearity/damping
parameter u. Each row of plots illustrates a VPO for different values of u. The left and right columns show
the phase space portraits, and corresponding time series, respectively.

Instead of demonstrating stable fixed points, some systems show solutions that converge to limit cycle
attractors, resulting in periodic oscillations. One such class of systems that will be encountered across many
studies in our review [1-7] is the relazation oscillator (RO), most notably the van der Pol oscillator (VPO)
[8, 9]. Although population dynamics models, including those adapted for analysis of biochemical kinetics
can also produce oscillatory behaviour [10, 11], Example 2 will introduce the VPO.

Example 2 (A System with Periodic Oscillations). A van der Pol oscillator [8, 9] is a one-dimensional
system with state x(t) (here simply x) is defined according to the following second order ordinary differential
equation:

i =p(l -2 -z, (3)

where “second order” refers to the fact that these dynamics are expressed in terms of the second derivative of
x with respect to time: i = 2" (t) = d?z/dt?. The parameter u is a scalar value representing the amount of
damping or nonlinearity. Supplemental Figure 2 shows the VPO behaviour across different values of . When
w < 0, the system will show a progressive damping of oscillations until x approaches 0. When p = 0, the
system shows simple harmonic motion. When p > 0, we observe limit cycles (stable periodic trajectories to
which the system will converge from multiple different starting points).

Supplemental Figure 2 also demonstrates the phenomenon of a “relaxation oscillation,” whereby the system
alternates between slow and rapid movements (depicted here when p=17).

One can appreciate why RO models might be proposed for BD mood dynamics. Superficially, BD
consists of episodes in which an individual persists for some time, followed ostensibly by transition into a



(o=

Supplemental Figure 3: Graphical illustration of the Huber et al. [1] model.

different state of relative stability. However, natural phenomena rarely proceed with such regular periodicity.
Rather, naturally oscillating systems are often characterized by behaviour that appears almost random. Yet,
seemingly random behaviour can emerge from a totally deterministic system in a phenomenon known as
chaotic dynamics.

Example 3 (A Chaotic Continuous Dynamical System). Huber et al. [1] sought to model episodes of mania
and depression as discrete (on/off) events, since their primary concern was the rhythmicity of episodes and
inter-episode timing. This was implemented using a model of neuronal spiking illustrated graphically in
Supplemental Figure 3, and characterized by the following ordinary differential equation,

Txa'::—x—ZA?wi(l"—fﬂz‘)+S+W (4)
€A

where x is analogous to a neuronal membrane potential, T, is a relaxation time constant, S is a constant
external input, and W is Gaussian noise. The set A = {he,hi,le, i} identifies different excitatory and
inhibitory elements of the system. That is, the system contains high-threshold excitatory and inhibitory
elements Ay and Ay, as well as low-threshold excitatory and inhibitory elements Ay, and Ay, respectively.
These are coupled to the state variable x according to “synaptic weights” w; € {Whe, Whi, Wie, wy; } and activation
threshold constants x; € {Tne, Thi, T1e, 1 . Huber et al. [1] set the exponent v to 2 for Aye, and to 1 otherwise.
The system simulated by Huber et al. [1] can be conceptualized as a mizture of excitatory/inhibitory
oscillating subsystems, whose states A; € {Ane, Ani, Ale, Aii} themselves evolve over time according to the

following differential equation:

Here, T; is a relaxation time constant, and

1
 1+exp{Bi(z —7i05)}

is a sigmoid with slope B; and half-activation constant x; ..

At different levels of deterministic input (S), this system is capable of simulating fized-point or steady
state dynamics, as well as periodic oscillations, limit cycles, and chaotic behaviour. Supplemental Figure /
demonstrates this behaviour. With S = 10 or below, the system undergoes dampened oscillations to a limiting
fized point. At S = 50, we observe reqular periodic spiking, and periodic bursts at S ~ 100. At levels of S
between approzimately 175 and 325, we observe chaotic inter-spike intervals (see Huber et al. [1] for further
detail through bifurcation plots).

fi(z)

(6)
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Supplemental Figure 4: Results of deterministc simulations of the Huber et al. [1] model at various levels of
constant input S. This simulation was generated with the following parameters: 7, = 10, m,; = 2, 73 = 100,
Te = 10, zn; = —30, zpe = 110, x; = —30, 11 = 110, wy; = 20, wype = 15, wy; = 18, wye = 3, and initial
conditions z(0) = A4;(0) = 0 for all i € {he, hi, le,li}.

In this section, we have introduced simple examples of continuous dynamical systems capable of generating
multiple forms of behaviour, including fixed-points, stable oscillations and limit cycles, as well as chaotic
dynamics. Two of these models, the RO (Example 2) and neuronal model (Example 3), are directly
implemented in studies that will be discussed in the Results and Discussion of the main body.



2 VALIDITY APPRAISAL GUIDE FOR COMPUTATIONAL MODELS

2.1 Subscale 1: Face Validity

Definition: The degree to which the model exhibits a range of behaviours similar to that of the condition of
interest In other words, how good is the model at explaining behaviour in the target condition?

1. The model aims to describe a real-world phenomenon (i.e. a target state/condition vis a vis comparators)

O Target condition defined clearly
O Comparator(s) defined clearly

2. The target state/condition being modelled is identifiable according to observable features

[0 Features are explicitly defined
Feature definitions are operationalized with concrete criteria or measurement scales
Relevance of features to condition of interest is stated (i.e. features actually present clinically)

Features are identified based on cited empirical observations or experiments

O 0Oo0oo

Multiple features considered
3. The comparator state/condition being modelled is identifiable according to observable features

Features are explicitly defined

Feature definitions are operationalized

Relevance of features to condition of interest is stated (i.e. features actually present clinically)
Features are identified based on cited empirical observations or experiments

Multiple features considered

Oooo0ooogao

Relationship to features of target condition identified (e.g. mutual exclusivity, correlation, etc.)
4. The model actually explains/predicts the target condition vis a vis the comparator

All models included are generative (i.e. capable of simulating data)

Quality of model fit quantified statistically (with respect to empirical data)

Quality of model fits compared statistically between models (e.g. Bayesian Model Selection)
Model fit and comparisons were done with adequate statistical power

Proposed model is best fit for features of the target state/condition

Ooo0ooogao

Proposed model is not best fit for features of comparator (unless model is modified through
intervention; see predictive validity)

O Best fitting model does not generate additional features that are absent in the target state/condition

2.2 Subscale 2: Predictive Validity

Definition: The degree to which manipulations of the model predict the effects of real world interventions
on the target condition of interest. In other words, do interventions on the model result in changes of its
behaviour similar to those of an analogous intervention on the real-world target condition? For example,
if model M; captures depression (D), and model My captures normal mood (euthymia, E), then some
transformation T'(M7, Ms) should be a good explanation for scenarios in which one observes D — E.

1. There are identifiable and meaningful transitions between conditions/states of interest in the real-world
phenomenon

O States and transition are explicitly identified (e.g. depression — euthymia)



O Nature by which transition occurs in reality is explicitly identified (e.g. medication intervention
causing depression to transition into euthymia)

O Nature of transition in reality is empirically or theoretically based, with appropriate citation
O Relevance of transition for understanding the condition is explicitly defined (e.g. treatment effect)
O Relevance of transition of understanding the condition has appropriate theoretical or empirical

grounds, with included citations

2. Interventions/transitions in the model explain or predict corresponding transitions in the condition/state
of interest
[0 Distinct models are identified for corresponding states of interest
O Individual models explain distinct states exclusively (see face validity)
[0 The intervention resulting in transition between models is explicitly defined
O

Transformation of one model into the other corresponds to transformation between the target
states OR Transformation of one model into the other predicts transformation between target
states that can be verified empirically

[0 Degree to which transformation between models corresponds to transformation between target
states is quantified statistically, and deemed to be the best fit, at least in comparison to a “null” or
random transformation OR Transformation of one model into the other predicts a transformation
that should be observed in between the target states/conditions in the real-world. Prediction is
quantitative, empirically verifiable, and includes degree of uncertainty

2.3 Subscale 3: Construct Validity

Definition: The degree of homology between the model and mechanisms that are empirically or theoretically
deemed to underlie features of the target condition of interest.

1. There is a real and identifiable or plausible mechanism underlying the target condition/state

OO0 Explicitly identified

O Empirically or theoretically shown to be involved/associated with target features being explained
OR Model makes explicit testable predictions about the existence of this underlying mechanism

[0 The model architecture is homologous to the mechanism of interest, at an appropriate level of
abstraction

2. Model components are defined and linked to specific components of underlying mechanism

O Functional arrangement/connections between model components defined and linked to underlying
mechanisms

[0 Multiple models were evaluated with competing mechanisms



3 INTER-RATER RELIABILITY RESULTS

Cohen’s « for each individual paper reviewed is plotted in Supplemental Figure 5.
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Supplemental Figure 5: Cohen’s  statistics for each of the papers reviewed. Mean x was 0.55(95% CI [0.45,
0.64]).

4 VALIDITY APPRAISAL GUIDE RESULTS TABLE

Complete results for raters’ evaluations of papers using the Validity Appraisal Guide for Computational
Models are shown in Supplemental Table 1.
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