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Supplementary Note 1. The effect of pixel pitch on diffraction behavior. 

𝑃𝑃𝑁𝑁  and 𝑃𝑃𝐺𝐺   are the pixel pitch determined from Nyquist sampling theorem and grating 

equation, respectively, give criteria for the choice of pixel pitch of the single supercell. The 

light transmitted through the metasurface can be considered as a signal with a bandwidth of 

2𝑘𝑘0, where 𝑘𝑘0 is the free-space wavenumber. If such a band-limited signal is sampled with a 

sampling frequency of 𝑘𝑘𝑁𝑁, the signals are added to the spectrum with an interval of 𝑘𝑘𝑁𝑁, thus 

𝑘𝑘𝑁𝑁 should be larger than 2𝑘𝑘0 to perfectly reconstruct a signal of 2𝑘𝑘0 bandwidth. In other 

words, 𝑃𝑃𝑁𝑁 needs to be smaller than half of the free-space wavelength, resulting in 𝑃𝑃𝑁𝑁 < 316 

nm. On the other hand, high-order diffraction occurs even in a single supercell when the pixel 

pitch is larger than 𝑃𝑃𝐺𝐺 , as derived from the transmission grating equation described as  

 𝑛𝑛𝑡𝑡 sin 𝜃𝜃𝑚𝑚 = 𝑛𝑛𝑖𝑖 sin 𝜃𝜃𝑖𝑖 + 𝑚𝑚
𝜆𝜆0
𝑃𝑃

, (1) 

where 𝑛𝑛𝑡𝑡 and 𝑛𝑛𝑖𝑖 represent the refractive index of the transmitted and incident media, 𝜃𝜃𝑚𝑚 

and 𝜃𝜃𝑖𝑖 denote the angles of the mth order diffraction and incident beams, 𝜆𝜆0 is the vacuum 

wavelength, and P is the pixel pitch. To prevent high-order diffraction in a single supercell 

under normal incidence, 𝑃𝑃𝐺𝐺  should be smaller than 𝜆𝜆0
𝑛𝑛𝑡𝑡

 , resulting in the condition 𝑃𝑃𝐺𝐺  < 633 

nm. 

We simulate the effect of pixel pitch on the intensity distribution of the diffracted beams by 

varying the pixel pitch from 300 nm to 700 nm with an interval of 100 nm with the optimized 

meta-atom. The range of pixel pitch spans over 𝑃𝑃𝑁𝑁 and 𝑃𝑃𝐺𝐺 . Below 300 nm, the neighboring 

nanostructures are electromagnetically coupled, in other words the evanescent electromagnetic 

waves of nanostructures are not diminished before reaching the neighboring nanostructures1. 

The number of pixels of a single supercell is selected to allow comparing the intensity of 

diffracted beams at the same diffraction order (Supplementary Table 1). The pixel pitch can be 

divided into three regimes: (1) 𝑃𝑃 < 𝑃𝑃𝑁𝑁 , (2) 𝑃𝑃𝑁𝑁 < 𝑃𝑃 < 𝑃𝑃𝐺𝐺  , and (3) 𝑃𝑃𝐺𝐺 < 𝑃𝑃 . The intensity, 

angle, and number of diffracted beams which are pre-determined from the single supercell 

appear when repeated periodically to form a 4 by 4 supercell array (Supplementary Figure 1). 

The number of supercell arrays is selected as four, due to computational limitations to simulate 

using the FDTD method. In the first regime, all diffracted beams propagate with a moderately 

uniform intensity, however, the intensity drops at large angles, which is unavoidable due to the 

decreased number of sampling points with a fixed sampling frequency. In the second regime, 

the decrease in intensity of higher-order diffraction is steeper due to the decreased resolvable 



spatial frequency 1
2𝑃𝑃

. In the third regime, the decrease in intensity is much steeper and it should 

be noted that unwanted higher order diffraction occurs at the largest diffraction orders, 

originating from the single supercell. 

  



Supplementary Table 1. Simulated conditions of pixel pitch and number of pixels. To 

compare the intensity of diffracted beams for various pixel pitch P at the same order m, the 

number of pixels n is adjusted to sample signal frequency 1/λ with identical sampling frequency 

1/nP. 1/2P denotes the resolvable spatial frequency at the metasurface. 

𝟏𝟏
𝝀𝝀
 [1/μm] P [nm] n 𝟏𝟏

𝟐𝟐𝟐𝟐
 [1/μm] 𝟏𝟏

𝒏𝒏𝒏𝒏
 [1/μm] m 

1.58 

300 12 1.67 0.278 ±5 

400 9 1.25 0.278 ±5 

500 7 1 0.286 ±5 

600 6 0.83 0.278 ±5 

700 5 0.71 0.286 ±5 

 

  



 

Supplementary Figure 1. The intensity distribution of diffracted beams for different pixel 

pitches. The larger the pixel pitch, the greater the intensity decrease in higher-order diffraction. 

For pixel pitch of 300 nm, which satisfies the criterion derived from both the grating equation 

and Nyquist sampling theorem, the intensity is the most uniform. 

 

 

 

 

 

 

 

 



 

Supplementary Figure 2. The effect of the number of periodic supercells on diffracted 

beam diameter. a-d Simulated far-field intensity distribution in spatial frequency domain with 

logarithm scale under various number of supercells. The number of supercells N is varied from 

N = 2 to N = 5, where every supercell consists of 10 by 10 meta-atoms on a 300 nm pitch square 

lattice, resulting in the same number of diffracted beams. The diameter of the diffracted beams, 

in other words, the angle of the cone of the diffracted beams decreases as N increases. e The 

effect of sampled spatial frequency to the diffraction angle and number of supercells to angle 

cone of diffracted beam. Sampling period on spatial frequency 1
𝑛𝑛𝑛𝑛

, which is function of number 

of meta-atoms and pixel pitch, solely determines the diffraction angle. The inset shows the mth 

and (m+1)th order diffracted beams. As shown in inset, the number of supercells N is the 

parameter to control the angle cone of each diffracted beam, denoted as 1
𝑁𝑁𝑁𝑁𝑁𝑁

 , while not 

affecting the diffraction angle itself. 

 

 

  



 

Supplementary Figure 3. Broadband operation at three primary colors and wavelength 

dependent diffraction of the proposed full-space diffractive metasurface. Three 

photographs taken under illumination of 633 nm, 532 nm, and 450 nm laser sources to the one-

dimensional full-space diffractive metasurfaces. The diffraction angle become larger at the 

longer wavelength. 

 

 

 

 

 



 

Supplementary Figure 4. Complex refractive index of a-Si:H and TiO2 nano-PER. a 

Refractive index, and b extinction coefficient of a-Si:H and TiO2 nano-PER. At the operation 

wavelength of 633 nm, both a-Si:H and TiO2 nano-PER show high refractive index and low 

extinction coefficient (𝑛𝑛𝑎𝑎−𝑆𝑆𝑆𝑆:𝐻𝐻 : 2.8, 𝑘𝑘𝑎𝑎−𝑆𝑆𝑆𝑆:𝐻𝐻 : 0.001, 𝑛𝑛𝑇𝑇𝑇𝑇𝑂𝑂2 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛−𝑃𝑃𝑃𝑃𝑃𝑃 : 1.94, 𝑘𝑘𝑇𝑇𝑇𝑇𝑂𝑂2 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛−𝑃𝑃𝑃𝑃𝑃𝑃 : 

0.00002). 

  



 

Supplementary Figure 5. Simulated magnetic field under transmitted light of linearly 

polarized along long and short axis of the meta-atom. a Normalized magnetic field 

distribution in the meta-atom (L: 250 nm, W: 110nm) under linearly polarized light incidence 

along length and width direction of the meta-atom. b Plot of field distribution along dotted line 

exhibiting 3.5 and 2 oscillations along long and short axis of meta-atom.



 

Supplementary Figure 6. Demonstration of large-angle field of view. a Schematic of the 

optical setup with hemisphere screen. The diameter of the hemispherical screen is 50 cm. b 

The 2D full-space structured light on hemisphere screen. c Fourier microscope optical setup 

with numerical aperture of 0.45 allowing imaging of frequency domain. The quarter of 

structured light is captured using CCD camera, showing diffracted beams up to 21st-order at 

equal intervals. 

  



 

Supplementary Figure 7. Arrangement dependent structured light pattern. a Design 

principle of one-dimensional dot array and experimental demonstration. b Design principle of 

two-dimensional line array and experimental demonstration. Here, n and P represent the 

number of pixels and pixel pitch of single supercell. 

  



Supplementary Note 2. Comparison of commercial DOE products and metasurface-

based structured light projectors. 

The key performance metrics of structured light projection are field of view (FOV), diffraction 

efficiency, zeroth-order efficiency, and spot intensity uniformity. The measured FOV of our 2D 

full-space diffractive metasurfaces reaches 180° with an overall diffraction efficiency of 60%. 

The zeroth-order makes up 32% of the total incident intensity. To measure the uniformity of 

the spot intensities we use a 1D full-space diffractive metasurface as there are too many dots 

in our 2D full-space diffractive metasurface. The root means square error (RMSE) value 

approaches 27.48%. The values of the key metrics are compared with previously reported 

metasurface-based structured light projectors2-4 and commercial DOE products5-8 

(Supplementary Table 2). Both diffraction efficiency and spot uniformity of our metasurface 

are comparable to state-of-the-art DOE products and previously reported metasurface-based 

structured light projectors, while our 2D full-space diffractive metasurfaces exhibit a record for 

the FOV in the transmissive regime. It should be noted that the deflection efficiency of 46.5% 

is measured normalized to the transmitted light due to low transmission, originating from the 

bonding process of immersion lithography technology for the values in ref3. 



Supplementary Table 2. Previously reported metasurface-based structured light 
projectors and commercial DOE products. 

* RMSE = 1
1/𝑀𝑀

�∑ �𝐼𝐼𝑖𝑖 −
1
𝑀𝑀
�
2

/𝑀𝑀𝑀𝑀
𝑖𝑖=1  where 𝐼𝐼𝑖𝑖 is the ith order diffraction intensity normalized 

to the incident light intensity, and M is the total number of diffraction orders. 

 Ref. Diffraction 
efficiency (%) 

Spot uniformity 
RMSE (%) 

Field of view 
(°) 

Number of 
spots 

Ours 60 (2D) 27.48 (1D) 180˚ 6921 (2D) 

[2] 
55.6 (1D) 
59.1 (2D) 

39.71 (1D)* 
38.68 (2D)* 120˚ 

9 (1D) 
69 (2D) 

[3] 
46.5 (2D) 
(deflection 
efficiency) 

Not reported 30˚ 441 (2D) 

[4] Not reported Not reported 360˚ 4044 (2D) 

[5] 82.2 Not reported 4.994˚ 144 (2D) 

[6] 67 Not reported 30.77˚ 32761 (2D) 

[7] 63 Not reported 60˚ (horizontal) 
66˚ (vertical) 81 (2D) 

[8] Not reported Not reported 53.3˚ (horizontal) 
67.6˚ (vertical) 101050 (2D) 



 
Supplementary Figure 8. Camera calibration using checkerboard pattern. The stereo 

cameras are calibrated using a 5х8 checkerboard pattern. 15~20 images are taken by each 

camera respectively, all in different angle and positions. 

  



Supplementary Note 3. Point matching algorithm 

By projecting 2D dot arrays, the geometrical information of the object scene is obtained in a 

2D point cloud-form. Therefore, the correspondence problem in the stereo system can be solved 

by adopting various point set registration algorithms. In depth estimation experiment presented 

in the main text, we use coherent point drift (CPD) algorithm9.  

In CPD, the alignment of the two point sets are modeled as probability density estimation 

problem. One point set is represented by Gaussian mixture model (GMM) centroids, and the 

other point set is fitted to best match the first point set by moving coherently as a group. 

Here, we denote the point set from camera 1, 2 as 𝑋𝑋, 𝑌𝑌 respectively and set 𝑌𝑌 as GMM 

centroids. 𝑋𝑋 is considered as the data points generated by the GMM. If the total number of 

points in the two point sets are given as 𝑁𝑁 and 𝑀𝑀, then the GMM probability function for a 

point 𝐱𝐱 is expressed as, 

 𝑝𝑝(𝐱𝐱) =  � 𝑃𝑃(𝑚𝑚)𝑝𝑝(𝐱𝐱|𝑚𝑚)
𝑀𝑀+1

𝑚𝑚=1

 (2) 

Where in D = 2 dimension, 𝑝𝑝(𝐱𝐱|𝑚𝑚), the Gaussian distribution centered on point 𝐱𝐱𝑚𝑚 ∈ 𝑋𝑋 with 

equal isotropic covariances of 𝜎𝜎2 is, 

 𝑝𝑝(𝐱𝐱|𝑚𝑚) =
1

2𝜋𝜋𝜎𝜎2
exp

‖𝐱𝐱−𝐲𝐲𝑚𝑚‖2
2𝜎𝜎2    (3) 

For all GMM components, the membership probability 𝑃𝑃(𝑚𝑚) = 1
M

  is equal. Denoting the 

weight of the uniform distribution as 𝑤𝑤 (0 ≤ 𝑤𝑤 ≤ 1), the mixture model is then, 

 𝑝𝑝(𝐱𝐱) = 𝑤𝑤
1
𝑁𝑁

+ (1 − 𝑤𝑤) �
1
𝑀𝑀
𝑝𝑝(𝐱𝐱|𝑚𝑚)

𝑀𝑀

𝑚𝑚=1

. (4) 

The GMM centroid locations are re-parameterized with a set of parameters 𝜃𝜃, and estimated 

by minimizing the negative log-likelihood function with the assumption that the data is 

independent and identically distributed. 

 𝐸𝐸(𝜃𝜃,𝜎𝜎2) = −� log
𝑁𝑁

𝑛𝑛=1

� 𝑃𝑃(𝑚𝑚)𝑝𝑝(𝐱𝐱|𝑚𝑚)
𝑀𝑀+1

𝑚𝑚=1

 (5) 

Here, 𝜃𝜃  can be parameters that defines the transformation 𝑇𝑇  such as rotation matrix, 

translation vector and scaling coefficients. 



The correspondence probability between two points 𝐱𝐱𝑚𝑚 and 𝐲𝐲𝑛𝑛 is defined as the posterior 

probability of the GMM centroid given the data point: 

 𝑃𝑃(𝑚𝑚|𝐱𝐱𝑛𝑛) =
𝑃𝑃(𝑚𝑚)𝑝𝑝(𝐱𝐱𝑛𝑛|𝑚𝑚)

𝑝𝑝(𝐲𝐲𝑛𝑛)
. (6) 

Using the expectation of maximization (EM) algorithm10, 11, 𝜃𝜃 and 𝜎𝜎2 are found. Specifically, 

EM algorithm takes two steps. First, in the estimation step, values of 𝜃𝜃 and 𝜎𝜎2 are guessed 

and then using Bayes theorem, a posteriori probability function 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑚𝑚|𝐱𝐱𝑛𝑛)  of mixture 

components is computed. Second, in the maximization step, the new parameter values of 𝜃𝜃 

and 𝜎𝜎2  are found by minimizing the expectation of the complete negative log-likelihood 

objective function,  

 𝑄𝑄 = −� � 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑚𝑚|𝐱𝐱𝑛𝑛) log�𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛(𝑚𝑚)𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛(𝐱𝐱𝑛𝑛|𝑚𝑚)�
𝑀𝑀+1

𝑚𝑚=1

𝑁𝑁

𝑛𝑛=1

. (7) 

The EM algorithm are iteratively conducted by alternating between the two steps until it 

converges. 

If we ignore the constants that are independent of 𝜃𝜃  and 𝜎𝜎2 , the above equations can be 

written as,  

 𝑄𝑄(𝜃𝜃,𝜎𝜎2) =
1

2𝜎𝜎2
� � 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑚𝑚|𝐱𝐱𝑛𝑛)‖𝐱𝐱𝑛𝑛 − 𝑇𝑇(𝐲𝐲𝑚𝑚,𝜃𝜃)‖2 +

𝑁𝑁𝑃𝑃𝐷𝐷
2

𝑀𝑀

𝑚𝑚=1

𝑁𝑁

𝑛𝑛=1

log𝜎𝜎2, (8) 

where 𝑁𝑁𝑃𝑃 = ∑ ∑ 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑚𝑚|𝐱𝐱𝑛𝑛) ≤ 𝑁𝑁𝑀𝑀
𝑚𝑚=1

𝑁𝑁
𝑛𝑛=1  (with 𝑁𝑁 = 𝑁𝑁𝑝𝑝 only if 𝑤𝑤 = 0) and 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 denotes 

the posterior probabilities of GMM components calculated using the previous parameter values: 

 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑚𝑚|𝐱𝐱𝑛𝑛) =
exp �− 1

2 �
𝐱𝐱𝑛𝑛 − 𝑇𝑇(𝐲𝐲𝑚𝑚,𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜)

𝜎𝜎𝑜𝑜𝑜𝑜𝑜𝑜 �
2

�  

∑ exp �−1
2 �

𝒙𝒙𝑛𝑛 − 𝑇𝑇(𝐲𝐲𝑚𝑚,𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜)
𝜎𝜎𝑜𝑜𝑜𝑜𝑜𝑜 �

2
�𝑀𝑀

𝑘𝑘=1 + 𝑐𝑐
, (9) 

where 𝑐𝑐 = (2𝜋𝜋𝜎𝜎2)𝐷𝐷/2 𝑤𝑤
1−𝑤𝑤

𝑀𝑀
𝑁𝑁

. 

We define 𝑇𝑇(𝐲𝐲𝑚𝑚;𝐁𝐁, 𝐭𝐭) = 𝐁𝐁𝐲𝐲𝑚𝑚 + 𝐭𝐭  as affine transformation between the two sets, where 

𝐁𝐁𝐷𝐷×𝐷𝐷 is an affine transformation matrix and 𝐭𝐭𝐷𝐷×1 is the translation vector. Then the objective 

function takes the form: 



 𝑄𝑄(𝐁𝐁, 𝐭𝐭,𝜎𝜎2) =
1

2𝜎𝜎2
� 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑚𝑚|𝐱𝐱𝑛𝑛)‖𝐱𝐱𝑛𝑛 − (𝐁𝐁𝐲𝐲𝑚𝑚 + 𝐭𝐭)‖2
𝑀𝑀,𝑁𝑁

𝑚𝑚,𝑛𝑛=1

+
𝑁𝑁𝑝𝑝𝐷𝐷

2
logσ2. (10) 

Here we denote 𝐏𝐏 as matrix whose elements are 𝑝𝑝𝑚𝑚𝑚𝑚 = 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑚𝑚|𝐱𝐱𝑛𝑛). 

By directly taking the partial derivative of Q, equating them to zero and solving the resultant 

equations, we can solve for 𝐁𝐁 , 𝐭𝐭 , 𝜎𝜎2  which minimizes Q. 𝐏𝐏  is then updated using these 

values. These steps are repeated until convergence and the resultant aligned point set is, 

𝑇𝑇(𝐘𝐘) = 𝐘𝐘𝐁𝐁𝑇𝑇 + 1𝐭𝐭𝑇𝑇 

with probability correspondence given by 𝐏𝐏. Each dot in camera 2 (set Y) is matched to a dot 

in camera 1 (set X) that has the highest correspondence probability among N points. 

  



Supplementary Note 4. The depolarization effect depending on the diffraction angle. 

Depolarization is a physical phenomenon in which a beam becomes depolarized under large-

angle diffraction, such as when interacting with a high NA lens or wide FOV point spread 

metasurface because of the curvature of their spherical wavefront12. Therefore, under large 

angle conditions, the point shapes are affected by the complex polarization effect because the 

y and z direction electric field terms are non-zero, and therefore should be considered13. We 

obtained the intensity graphs with Gaussian fitting in the x and y directions by measuring the 

dots at an angle less than 30 degrees from normal and points at an angle of larger than 120 

degrees with a CCD from the 2D dots metasurface. The point (Supplementary Fig. 9a) at a 

diffraction angle less than 30 degrees shows little depolarization effect, while the intensity 

width in the x-direction is almost twice as long as the intensity width in the y-direction when 

the diffraction angle is more than 120 degrees because of the enhanced depolarization effect 

(Supplementary Fig. 9b). 

  



 

Supplementary Figure 9. The depolarization effect depending on the diffraction angle. 

The larger the diffraction angle, the more prominent the depolarization phenomenon appears. 

a For the point within a 30° field of view, the intensity distribution in the XY plane and the 

intensity plots along the x and the y directions respectively. b For the point outside the 120° 

field of view, the intensity distribution in the XY plane and the intensity plots along the x and 

the y directions respectively.  

 

  



 

Supplementary Figure 10. Far-field operation of metasurface-based SL imaging. The 

power of laser used in this demonstration is 100 mW with operation wavelength of 532 nm. It 

demonstrates the further application of metasurface-based SL imaging for long range operation. 
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