
Features Calculation 

(1) Shape-based features 

In this group of features, we included descriptors of the three-dimensional 

shape and size of the tumor region. Let in the following definitions V denote the 

volume and A the surface area of the volume of interest. We determined the 

following shape and size based features: 
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3. Maximum 3d diameter: The maximum three-dimensional tumor diameter 

is measured as the largest pairwise Euclidean distance, between voxels 

on the surface of the tumor volume. 
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6. Surface area: The surface area is calculated by triangulation (i.e. dividing 

the surface into connected triangles) and is defined as: 
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Where N is the total number of triangles covering the surface and a, b and 

c are edge vectors of the triangles. 

7. Surface to volume ratio = A
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8. Volume: The volume (V) of the tumor is determined by counting the 

number of pixels in the tumor region and multiplying this value by the voxel 

size. 

(2) First order statistical features 



The following 17 statistical features were extracted. 

Let X be the three dimensional image matrix with N voxels of the ROI and P be 

the first order histogram distribution with Ng discrete intensity levels. 

1. IntensityMax: The maximum intensity value of X. 

2. IntensityMin: The minimum intensity value of X. 

3. Median: The median intensity value of X. 

4. IntensityStd:  
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9. Range: 

The range of intensity values of X. 

10. Mean absolute deviation: 

The mean of the absolute deviations of all voxel intensities around the 

mean intensity value 

11. Energy: 
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17. Mass: 

The sum intensity value of 𝑋. 

 

(3) Textural features 

Second order statistic texture features, and higher order statistic texture 

features were extracted. Forty-four second order statistic texture features could 

be calculated from the Gray Level Co-occurrence Matrix (GLCM). Forty-six high 

order statistic texture features were calculated from the Gray Level Size Zone 

Matrix (GLSZM), Gray Level Run Length Matrix (GLRLM), and Neighborhood 

Gray Tone Difference Matrix (NGTDM). All of the GLCM, GLSZM, GLRLM, and 

NGTDM based texture feature were calculated using a 2D analysis and then 

averaged for all slices within the three-dimensional tumor volume. 

 

Gray-Level Co-Occurrence Matrix based features (GLCM) 

GLCM based features were second-order statistical texture features, which are 



defined as a matrix M (i, j; δ, θ) to indicate the relative frequency with intensity 

values of pixels (i and j) at the distance of δ in direction θ. 

Let: 

M(i, j) be the co-occurrence matrix for an arbitrary δ and θ, set δ=1 and θ=0 

and 45 

Ng be the number of discrete intensity levels in the images, set as 25, 

μ be the mean of M(i, j), 
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20. Informational measure of correlation 2 (IMC2): 
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21. Inverse Difference Moment Normalized (IDMN): 
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Gray Level Run Length Matrix based features (GLRLM) 

GLRLM based features were high-order statistical texture feature, which were 

defined as P(i, j; θ) to indicate the number of times j and gray level i appear 

consecutively in the direction θ. 

Let: 

P(i, j; θ) be the run-length matrix P for a direction θ, set θ=0 and 45 

Ng be the number of discrete intensity values, 

Nr be the number of different run lengths, and 

Np be the number of voxels in the ROI. 

1. Short Run Emphasis (SRE): 
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2. Long Run Emphasis (LRE): 
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3. Gray-Level Nonuniformity (GLN): 
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4. Run-Length Nonuniformity (RLN): 
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6. Low Gray-Level Run Emphasis (LGRE): 
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7. High Gray-Level Run Emphasis (HGRE): 
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8. Short Run Low Gray-Level Emphasis (SRLGE): 
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9. Short Run High Gray-Level Emphasis (SRHGE): 
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10. Long Run Low Gray-Level Emphasis (LRLGE): 

2

2
1 1

1 1

(i, j; )

(i, j; )

g r

g r

N N

i j

N N

i j

j P

i

P





= =

= =





 

11. Long Run High Gray-Level Emphasis (LRHGE): 
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Gray Level Size Zone Matrix based features (GLSZM) 

GLSZM based features were high-order statistical texture features, which were 

defined as P(i, j) to indicate the areas of size j and gray level i. 

Let: 

P(i, j) be the size zone of matrix P, 

Ng be the number of discrete intensity values, 

Nr be the number of different areas sizes, 

Np be the number of voxels in the ROI. 

1. Small Zone Emphasis (SZE): 
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2. Large Zone Emphasis (LZE): 
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3. Gray-Level Nonuniformity (GLN): 
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4. Zone-Size Nonuniformity (ZSN): 
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5. Zone Percentage (ZP): 
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7. High Gray-Level Zone Emphasis (HGZE): 
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8. Small Zone Low Gray-Level Emphasis (SZLGE): 
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9. Small Zone High Gray-Level Emphasis (SZHGE): 
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10. Large Zone Low Gray-Level Emphasis (LZLGE): 
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11. Large Zone High Gray-Level Emphasis (LZHGE): 
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12. Gray-Level Variance (GLV): 
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13. Zone-Size Variance (ZSV): 
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Neighborhood Gray Tone Difference Matrix based features (NGTDM) 

NGTDM based features were high-order statistical texture features, which were 

defined as S(i) to indicate the sum of the absolute value between gray intensity 

level i and it’s neighbors’ average intensity. 

Let: 

S(i) be the sum of absolute value between gray intensity level i and its 

neighbors’ average intensity, 

C(i) be the number of voxels with the gray intensity level I, 

Ng be the number of discrete intensity values. 
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3. Busyness: 
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5. Strength: 
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(4) Wavelet features: first order statistical and texture features of a 

wavelet filtered image. 

Derived wavelet features were extracted from each image, with the Gaussian 

filter and a wavelet-based filter. These features were computed on the filtered 

images. The original image was filtered by specific filters we set. For each 

image, the first order statistical and texture features were computed again and 

the new features were wavelet-based features. 

 

(5) Deep learning features 

Deep learning features were extracted from the FC layer of the transfer learning 

model (ResNet-50) from input image. The three ResNet-50 based model 

shared the pre-training parameters, which accepted different kinds of US 

images as image inputs, respectively. The final convolutional layer outputs of 

the parallel network were concatenated and fused by the FC layers. Deep 

learning features were extracted from layers the same as one modal model. In 

particular, as our task was a classification task, the last FC layer was replaced 

with our specifically designed FC layers with Xavier initialized weights. Then 

2024 features could be extracted from each image for each patient. 


