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MATERIALS AND METHODS 
 
 
Sampling and measuring forest and prairie mice 
 
Field sampling 

To test for phenotypic differences between forest and prairie ecotypes, we captured deer 
mice (Peromyscus maniculatus) from two populations separated by approximately 510 
kilometers (km): 32 adult mice in sagebrush steppe in eastern Oregon (‘prairie’ ecotype) and 44 
mice (39 adult) in temperate rainforest in western Oregon (‘forest’ ecotype); of these, we used 20 
mice per population to establish laboratory colonies (see below). In addition, we sampled 136 
mice (98 adult) from 22 sites focused in a 50 km transect across the Cascade mountain range, 
between the forest and prairie populations, with 1-19 mice captured at each site. We included 
both subadult and adult mice for genetic analysis but analyzed phenotypes from adults only. 
Trapping took place in September-October 2015 and August-September 2016 using Sherman 
live traps. With a few exceptions, the wild-caught mice were ultimately accessioned in Harvard’s 
Museum of Comparative Zoology Mammal Department (see Data S1).  
 
Establishing laboratory colonies 

To establish laboratory colonies, we transported and quarantined 40 wild-caught mice (20 
male, 20 female) at Harvard University. From these founders, we maintained two separate 
laboratory colonies, representing the forest ecotype, P. m. rubidus (4 original productive 
breeding pairs) and the prairie ecotype, P. m. gambelii (7 original productive breeding pairs). 
After quarantine, we housed mice at 23°C on a 16-hour:8-hour light:dark cycle in standard 
mouse cages (Allentown Inc, Allentown, NJ, USA) with corncob bedding (The Andersons, Inc, 
Maumee, OH, USA), cotton nestlet (Ancare, Bellmore, NY, USA), Enviro-Dri (Shepherd 
Specialty Papers, Watertown, TN, USA), and either a red tube or a red hut (BioServ, Flemington, 
NJ, USA). We provided animals with ad libitum water and mouse chow (LabDiet Prolab Isopro 
RMH 3000 5P75). We used the HAN rotation breeding scheme (56) to maintain outbred 
colonies.  
 
Morphological measurements 

For each individual, we took standard morphological measurements while the animal was 
alive (for colony-founding individuals) or immediately following euthanasia. We measured total 
length (nose to tail tip), hindfoot length, ear length, and tail length, and weight. We calculated 
body length as the difference between total and tail length. Laboratory-born mice were measured 
as adults, between 60 and 70 days old. 
 
Pigmentation measurements 

To measure coat color, we used a FLAME UV-VIS spectrometer with a pulsed xenon light 
source, a 400 um reflectance probe, and OceanView software (Ocean Optics) to measure 3-5 
reflectance spectra from each of 3 body regions (dorsal stripe, flank, and ventrum). We used a 
custom R script (55) to obtain brightness, hue, and saturation values in the range 400-700 
nanometer (nm) with 1 nm bin width, using the segment classification approach (57) with 
formulae as described for CLR v 1.05 (58). For every trait, we calculated the median value for 
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each body region and individual. We measured forest and prairie mice shortly after euthanasia 
(for wild-caught mice) or while frozen (for laboratory-born specimen). For the transect analysis, 
all wild-caught mice were fixed in formalin, stored in ethanol, and then air-dried before 
measuring the dorsal and flank regions with the spectrophotometer.  
 
Statistical analysis of phenotypes 

To test for differences between the forest and prairie subspecies, we used t-tests for all 14 
morphological and pigment traits (body length, weight, tail length, ear length, and hindfoot 
length; and brightness, hue and saturation in the dorsal, flank and ventral regions). We corrected 
all results for multiple testing using the Bonferroni-Holm method and performed statistical 
analysis using R v 3.6 (59).  
 
Permissions and approval 

We trapped mice under Oregon Department of Fish and Wildlife Scientific Taking Permits 
#107-15 and 127-16, with approval from Siuslaw, Deschutes, and Willamette National Forests 
and the Bureau of Land Management. We imported colony founders to Massachusetts on 
Division of Fisheries and Wildlife Importation Permit #043.15IMP. All experiments were 
approved by Harvard’s IACUC (Protocol 11-05).  
 
Forward genetic mapping 
 
F2 intercross design 

We conducted a reciprocal cross between laboratory-raised ‘forest’ P. m. rubidus and 
‘prairie’ P. m. gambelii to generate first-generation (F1) hybrids, and then intercrossed sibling F1 
hybrids to generate second-generation (F2) animals. Based on the measurements of laboratory-
reared mice, we used R/qtl (60) to estimate that n = 500 hybrids would provide 80% power to 
detected loci explaining ~5% of the variance in tail length; we therefore tested 555 F2 hybrids in 
total  (forest female x prairie male, n = 203 F2s from 12 F1 breeding pairs; prairie female x forest 
male, n = 352 F2s from 13 F1 breeding pairs). All 555 F2 hybrids descended from four 
individuals (the cross founders: one sibling male and female of each subspecies) and were 
measured for morphological traits as described above before genotyping. 
 
Ancestry assignment in F2 hybrids 

To genotype F2 hybrids, we generated low-coverage Double Digest Restriction Associated 
DNA (ddRAD) sequencing libraries (61) and then assigned hybrid genotypes with the 
Multiplexed Shotgun Genotyping (MSG) pipeline (62), using high-confidence fixed variants 
identified from whole genome sequencing of the cross founders. 
 
ddRAD sequencing and joint genotyping of F2 hybrids 

Briefly, we extracted DNA from liver tissue using the Autogenprep 965 (Autogen), digested 
the DNA with restriction enzymes MluCI and NlaIII (New England Biolabs), and then ligated 
adapter sequences (MluCI overhang: individually barcoded; NlaIII overhang: common, 
biotinylated). We pooled samples in groups of no more than 48 samples and used a Pippin Prep 
(Sage Science) to select fragments between 216 and 276 bp. We enriched for DNA with both 
adapters using streptavidin beads (Dynabeads, Invitrogen) and then performed 9 cycles of PCR 
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amplification with Phusion Taq polymerase, adding pool-specific adapter sequences. After 
performing quality control with TapeStation (Agilent) and measuring concentration with Qubit 
3.0 (ThermoFisher) and qPCR, we combined all pools into a single library and sequenced 125 
basepair (bp) paired-end reads across four lanes of Illumina HiSeq v4. To avoid clustering 
problems during sequencing that can be caused by shared overhang sequence across ddRAD 
reads, we included a previously-generated RNAseq library as a diversity spike-in (10% of each 
lane). We performed ddRAD sequencing for all 555 F2 hybrids as well as the 4 cross founders 
and 49 F1s. Sequencing was performed at The Bauer Core Facility at Harvard University and 
computations on the Harvard Research Computing cluster. 

We demultiplexed reads based on individual barcodes and then mapped sequencing reads to 
the P. maniculatus bairdii reference genome (NCBI accession: GCA_003704035.3) using BWA-
MEM, with –p to indicate interleaved paired-end fastq input, and –M to mark short split hits as 
secondary for compatibility with Picard. The median read depth was 635,012 mapped reads per 
individual and we excluded the F2 hybrids (n = 8) with read depth less than 75,000 total mapped 
reads. From the mapped bam files, we ran HaplotypeCaller (GATK3.8) with the default 
heterozygosity prior (-hets = 0.001) and –ERC GVCF to produce per sample gVCFs. Then, we 
ran GenotypeGVCFs (GATK3.8) to jointly genotype the samples. We performed hard filtering of 
single nucleotide polymorphisms (SNPs) based on GATK best practices (filtering variants with 
QD < 2.0, FS > 60.0, MQ < 40.0, MQRankSum < -12.5, ReadPosRankSum < -8.0) using 
VariantFiltration (GATK3.8).  
 
Identifying fixed SNPs between the forest and prairie cross founders 

To identify fixed variants between the forest and prairie cross founders, we performed 
whole-genome re-sequencing of the 4 laboratory-born cross founders (2 forest P. m. rubidus and 
2 prairie P. m. gambelii), as well as 3 of the 4 wild-caught parents of these founders (both 
parents of the forest founders and the female parent of the prairie founders). We extracted DNA 
from ~20mg of liver tissue and generated sequencing libraries using a PCR-free KAPA HTP kit. 
Following enzymatic fragmentation, we used size selection to enrich for a 450 bp insert size and 
ligated Illumina adapters. We sequenced the resulting libraries using 150 bp paired-end 
sequencing on an Illumina NovaSeq S4 flowcell.  

Following demultiplexing, we mapped sequencing reads as described above and marked 
optical and sequencing duplicates using MarkDuplicates (Picard), with 
OPTICAL_DUPLICATE_PIXEL_DISTANCE=2500 to account for artifacts generated from the 
patterned flowcell found in the NovaSeq S4. To call variant sites, we first used HaplotypeCaller 
(GATK4.1) on each sample as above. Then, intermediate haplotype files for all individuals were 
consolidated into a GenomicsDB structure using GenomicsDBImport (GATK4.1), which was 
used to create variant + invariant cohort-level vcfs for each chromosome with GenotypeGVCFs 
(GATK4.1). We performed hard filtering of SNPs with parameters as described above, and hard 
filtering of INDELs with QD < 2.0, FS > 200.0, ReadPosRankSum < -20.0, SOR > 3.0. We also 
filtered invariant sites with QUAL ≥ 20 using bcftools. Finally, we masked all variant calls with 
read depth < 5.  

To create a set of fixed variants between the prairie and forest founders, we combined the 
ddRAD and whole genome re-sequencing data using CombineVariants (GATK3.8). We then 
performed SNP filtering independently for each set of reciprocal cross founders. We used 
SelectVariants (GATK3.8) to select SNPs that showed fixed differences between the forest and 
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prairie founders (number of fixed SNPs = 1,022,051 for prairie female x forest male; 984,603 for 
forest female x prairie male). Since we expected the F1s to be heterozygous at each fixed SNP, 
we excluded any SNP for which the ratio of the number of reference to alternate calls across all 
F1 reads fell within the top or bottom 10th percentile of a binomial distribution (p = 0.5, n=total 
number of F1 reads at a given SNP). Finally, we removed SNPs for which a cross founder was 
called homozygous for one allele, but the founder’s parent was homozygous for the opposite 
allele. Post-filtration, we obtained a total of 793,928 fixed SNPs for prairie female x forest male 
and 784,259 fixed SNPs for forest female x prairie male.  
 
Ancestry assignment of F2 hybrids with the multiplexed shotgun genotyping pipeline 

We used the hidden Markov model implemented in the Multiplexed Shotgun Genotyping 
(MSG) pipeline (62) to assign ancestry in F2 hybrids. In brief, we used samtools mpileup to 
extract the appropriate set of fixed SNPs from the mapped bam files of F2 hybrids, requiring that 
SNPs were at least 500 bp apart to ensure they were from independent reads. Then, we ran the 
fit-HMM step of MSG (fit-hmm.R) on the filtered mpileups with the settings: deltapar1=0.1, 
deltapar2=0.1, rfac=1; priors=0.25,0.5,0.25; theta=1; one_site_per_contig=1; recRate=25. We 
combined the fit-HMM genotype probabilities across all F2 hybrids using combine.py 
(https://github.com/JaneliaSciComp/msg/), which interpolates missing genotypes, resulting in a 
total of 978,808 markers. Next, we thinned the marker density, retaining every 100th marker and 
keeping neighboring markers for which at least one F2 hybrid had genotype conditional 
probabilities differing by 0.1 using pull_thin (https://github.com/dstern/pull_thin) with 
difffac=0.1. After thinning, we had a total of 109,356 markers. Finally, we created an R/qtl 
object using read.cross.msg.1.5.R (https://github.com/dstern/read_cross_msg/), where we 
directly imported genotype probabilities from fit-HMM as the R/qtl genotype probabilities and 
added the phenotype data. We dropped markers with missing genotypes for more than 25 
individuals, resulting in 108,575 markers used for mapping. 
 
Quantitative Trait Locus mapping 

To identify genomic regions associated with morphological and pigment variation after 
testing for correlations among traits (Figure S17), we performed quantitative trait locus (QTL) 
mapping using the extended Haley-Knott method in R/qtl v. 1.45.11; (‘ehk’ method in the 
scanone function; (60, 63)). We used permutation tests to obtain thresholds for genome-wide 
significance, with 1000 permutations for the autosomes and a separate significance threshold for 
the X chromosome (18,600 permutations), and estimated confidence intervals using the 95% 
Bayes credible interval (bayesint function in R/qtl). To estimate the additive and dominance 
effect sizes and the percent of the total phenotypic variance associated with each locus, we fit a 
linear model including the peak markers for all significant loci and any covariates using the fitqtl 
function in R/qtl (method = ‘hk’, including additive effects of each locus). Because tail and 
hindfoot length were significantly correlated with body length (tail-body: r = 0.26, 95% 
confidence interval (CI) = 0.18-0.33; hindfoot-body: r = 0.18, 95% CI = 0.09-0.26), we included 
body length as an additive covariate for these traits. For all traits, we also tested whether there 
was a statistically significant association with 3 additional possible covariates: age, cross 
direction, and sex, using Pearson’s correlations for the continuous variable (age) and two-sided 
Welch’s t tests for the categorical variables (cross direction and sex). Where such associations 
existed (with age, cross direction, and sex for foot length, age and sex for tail length, and cross 
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direction only for pigmentation traits), we ran additional QTL models including these as additive 
covariates. As including these extra covariates did not substantially alter the results (Table S2), 
we report the results from the simpler models here.  
 
Recombination breakpoint analysis 

We determined locations of recombination breakpoints in the F2 hybrids from their 
genotype probabilities in the R/qtl object. We localized breakpoints to the midpoint of where an 
individual’s homozygous genotype probability transitioned from below 0.05 to above 0.95 or 
from above 0.95 to below 0.05. For consecutive breakpoints involving transitions between the 
same two genotypes, if the breakpoints localized within 500 kb of each other, we excluded the 
breakpoints from our analysis as such closely neighboring breakpoints were likely due to short 
tracts of spurious ancestry calls. 
 
Identifying an inversion on chromosome 15 

In our QTL analyses, we identified a region of chromosome 15 that showed limited 
recombination over a large physical distance (~40 Mb). To investigate this region further, and in 
particular, to determine whether the lack of recombination was due to a chromosomal 
rearrangement, we first used whole-genome re-sequencing data in a larger sample of wild-caught 
mice. Using these data, we tested whether this region was more differentiated between the forest 
and prairie populations compared to the rest of the genome, consistent with a structural variant 
inhibiting gene flow in the wild. We then used long-read sequencing to determine the nature of 
the rearrangement. 
 
Estimating FST between forest and prairie populations 

To assess genome-wide levels of nucleotide variation, we performed whole genome re-
sequencing for 30 wild-caught mice (forest n = 15; prairie n = 15). We generated sequencing 
libraries, called variants, and performed filtering together with the cross founders (see above: 
“Identifying fixed SNPs between the forest and prairie cross founders”), except that for 4 mice (2 
forest, 2 prairie) we generated sequencing libraries using the PCR-based KAPA HTP kit.  
We estimated FST using the program angsd, which can take genotype uncertainty into account 
instead of relying on called genotypes (64). First, input bam files were used to generate site allele 
frequency likelihood files (SAFs) with the following command: “angsd -gl 2 -doSaf 1 -
minMapQ 30 -minQ 20 -C 50 -baq 1”. We next estimated individual and pairwise site frequency 
spectra (SFS) using realSFS fst index and setting the parameter “-nSites” to 5e8. Finally, we 
calculated FST using realSFS with the individual and pairwise SFS as priors. Global FST and 
sliding window FST were estimated using “realSFS fst stats” and “realSFS fst stats2 -win 10000 -
step 1000” respectively.  
 
Linkage disequilibrium in forest and prairie populations 

We next investigated linkage disequilibrium across chromosome 15 in the forest and prairie 
mice (n = 30). Using the wild-caught re-sequencing data, we filtered chromosome 15 SNPs to 
include only biallelic SNPs with < 5% of samples missing genotypes and minor allele frequency 
>  0.1. We then thinned SNPs to < 1 SNP per 100 kb, resulting in a total of 786 SNPs. We used 
vcftools --geno-r2 to compute r2 between each pair of SNPs, using genotypes to calculate 
correlations to accommodate unphased data.  
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Long-read sequencing 

To better characterize the putative chromosome 15 rearrangement, we performed PacBio 
long-read sequencing (65) on 2 individuals: one forest mouse homozygous for the structural 
variant and one prairie mouse homozygous for the reference allele. First, we extracted high-
molecular weight (HMW) DNA from 200 uL fresh blood using the MagAttract HMW DNA mini 
kit (Qiagen), following the Whole Blood protocol (Qiagen), using wide-bore pipette tips to 
prevent shearing at the elution step. We quantified the resulting DNA using a Genomic DNA 
ScreenTape on the Tapestation 4200 (Agilent). Library preparations and sequencing were 
performed at the University of Washington’s PacBio Sequencing Core. In brief, libraries were 
prepared with the SMRTbell Express Template Prep Kit 2.0 (PacBio). We performed a size 
selection of 30 kb for the forest sample using the BluePippin (Sage Science), and we did not 
perform any size selection for the prairie sample since total library mass was below 500 
nanograms. Then, we sequenced each on a Sequel II SMRTcell 8M (PacBio), the forest sample 
with a 15-hour movie and the prairie sample with a 30-hour movie. The unique molecular yield 
was 131.3 gigabases (Gb) for the forest sample and 134.7 Gb for the prairie sample, with the 
longest subread N50 of 37,943 bp and 36,619 bp, respectively. 

For each sample, we generated de-novo assemblies using the program canu (66). Given the 
high levels of heterozygosity, we specified the parameters corOutCoverage=200 and 
correctedErrorRate=0.15 to allow some read mismatch and therefore combine haplotypes, 
achieving a haploid (rather than diploid) assembly. Contig N50s for the de-novo forest and 
prairie assemblies were 1.37 Mb and 1.22 Mb, respectively. We then used the program mummer 
to align each de-novo assembly to the P. maniculatus bairdii reference genome (67). We 
implemented the nucmer command with default parameters to accommodate potential 
rearrangements between the draft assembly and reference genome.  

We noted that the resulting alignments indicate that many genomic regions surrounding the 
identified breakpoint map to multiple regions throughout the reference chromosome 15 assembly 
(Figure S5), likely indicating the presence of repetitive, multi-mapping sequence. This feature 
likely prevented the identification of the breakpoint from short-read sequencing alone. 

After determining that chromosome 15 harbors a large chromosomal inversion, we used the 
program sniffles (68) to search for additional structural variants on the chromosome in an 
unbiased manner by calling variants from long-read mapping. From each movie, we converted 
the subreads bam to fastq using bam2fastx (PacBio). We then aligned fastq files to the P. 
maniculatus bairdii reference genome using the program ngmlr with the pacbio preset parameter 
“-x pacbio”. Next, we converted output sam files to bam format with samtools view and added 
readgroups with AddOrReplaceReadGroups (Picard) for downstream compatibility. For each 
individual, we called variants using the program sniffles with the parameter “-d 5000”. We then 
merged these raw variant calls with the program SURVIVOR using the parameters “1000 1 1 -1 -
1 -1”. This merged callset was then used to re-genotype each individual with sniffles, so as to 
obtain a genotype for each individual at every site. We merged the final callset again using 
SURVIVOR and considered any large structural variants (>100 kb) that were fixed differences 
between the sequenced forest and prairie mice as a candidate set, which we verified using the 
contig alignment.  
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Predicting centromere location on chr15 
We mapped a 344-bp satellite sequence (NCBI accession: KX555290.1) (known to localize 

to P. maniculatus centromeres (69)) to the P. maniculatus reference genome and the forest and 
prairie PacBio genome assemblies using blastn (blast v2.6.0), filtering for alignments >85% 
identity. We then determined the chr15 centromere location in the reference genome (converting 
alignment positions in the PacBio genomes to their corresponding or closest reference genome 
coordinates). 
 
Determining the frequency of the inverted haplotype 

To genotype the 30 wild-caught individuals for the inversion, we first examined patterns of 
relatedness and heterozygosity across chromosome 15. Specifically, we calculated 
heterozygosity for each individual, within the ‘affected’ (inversion, 0-41 Mb) and ‘unaffected’ 
(no inversion, 50-79 Mb) chromosome 15 regions using “vcftools –het”. Next, we used plink –
pca to perform PCA on all biallelic SNPs from both regions. Three distinct clusters in PC1 
suggested 3 genotypes: homozygous for the inversion, heterozygous, and homozygous for the 
reference allele. These genotypes were consistent with observations of decreased heterozygosity 
in homozygous inversion mice and increased heterozygosity in heterozygous mice (Figure S18).  
 
Gene content analysis within the inversion 
        To identify genes within the inversion with known variants affecting either tail length or 
pigmentation in mammals, we first used the P. m. bairdii genome annotation 
(Pman2.1_chr_NCBI.corrected.merged-with-Apollo.Aug19.sorted.gff3) to identify genes located 
within the chromosome 15 inversion (n = 296 annotated genes; n = 149 protein-coding genes). 
We next used the Batch Query function of the Mouse Genome Informatics database (MGI; 
http://www.informatics.jax.org/) to identify phenotypes reported for mice with mutations in any 
gene within the inversion. We filtered these for tail length and pigment related phenotypes 
(terms: ‘abnormal coat/hair pigmentation’, ‘diluted coat color’, ‘long tail’, ‘short tail’, ‘elongated 
vertebral body’, ‘increased caudal vertebrae number’, ‘decreased caudal vertebrae number’, 
‘kinked tail’, ‘abnormal tail morphology’, ‘abnormal vertebrae morphology’, ‘abnormal caudal 
vertebrae morphology’, ‘increased length of long bones’, and ‘decreased length of long bones’). 
We determined which genes had non-synonymous mutations fixed between the inversion and 
reference haplotypes using the PopGenome package in R (70). We imported SNPs from the 
whole-genome re-sequencing vcf of the wild-caught forest (n = 13) and prairie (n = 15) mice into 
PopGenome, excluding the 2 forest mice carrying at least one reference allele. We then used the 
functions set.synnonsyn and MKT with the annotation file 
Pman2.1_chr_NCBI.corrected.merged-with-Apollo.Aug19.sorted.gff3 to identify non-
synonymous mutations fixed between the inversion and reference allele samples. To explore the 
functional effects of these non-synonymous mutations, we used the program PROVEAN (71), 
which predicts whether an amino acid substitution is deleterious based on protein sequence 
alignments. 
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Distribution of the chromosome 15 inversion and morphological traits across a transect 
 
Cascades transect sampling 

To test for a relationship among phenotypic variation, environmental variation, and allele 
frequency change in the wild, we sampled additional mice (n = 136) between the forest and 
prairie populations. Specifically, we focused sampling in a 50-km region running east-west 
across the Cascades mountain range for several reasons: first, the Cascades represent a sharp 
habitat transition from wet coastal forest to dry interior forest, and also form a contact zone for 
many other species and subspecies (72), and second, our initial (2015) samples indicated a sharp 
phenotypic change at this location, which recapitulated most of the difference between the forest 
and prairie mice. In addition to sampling across the Cascades, we also included museum 
specimens (n = 12) from a site intermediate between the Cascades samples and the eastern-most 
prairie site. For these museum specimens, we were able to obtain comparable data for tail length 
and inversion genotype (see below), although not for pigmentation or whole-genome ancestry.   
 
Habitat characterization 

To determine whether phenotypic and/or allele frequency change was associated with 
environmental variation, we used QGIS v. 3.4 (73) to evaluate vegetation type and soil color 
across the full transect. To assess soil color, we used the publicly available STATSGO2 data 
from USGS (74). To estimate local soil characteristics at each site, we found the total area within 
a defined radius of the trapping location (i.e. 0.5, 1, or 2 km) that belonged to each official 
USDA soil series and generated a weighted average of the Munsell soil color, value and chroma. 
We used a custom python script (with results verified by manual review) to gather Munsell color 
characterizations for the top-most layer of each soil series from the USDA Official Soil Series 
Descriptions (75). If the top-most layer did not have Munsell color information, we used the 
values from the top layer that did. We used the Munsell characteristics for moist soil if the 
description listed the series as ‘usually moist’, udic or aquic moisture regimes, or dry less than 90 
consecutive days in summer; otherwise, we used the dry soil characteristics (i.e. if the series was 
described as ‘usually dry’, aridic moisture regime, or dry more than 80 days in the summer). For 
analysis, we converted Munsell hues to degrees with hue 5R at 0°; thus, 5YR = 36°, 7.5YR = 
45°, 10YR = 54°, and 2.5Y = 63°. Finer-scale soil survey (i.e. SSURGO) data were not available 
for the central Cascades transect, but where such surveys were available, the estimated soil 
characteristics we obtained from the two datasets matched. Because the results were similar 
across all three radii (Figure S7), we chose to focus on the 1-km data. For vegetation data, we 
made use of detailed habitat models from the Oregon Biodiversity Information Center (Oregon 
Spatial Data Library, https://spatialdata.oregonexplorer.info/) (76) to calculate the proportion of 
area within the same three radii around the sampled sites occupied by each habitat type (Table 
S5). These results also did not depend heavily on the chosen radius (Figure S6). To display 
maps, we used ggmap (77). 
 
Genotyping the inversion and estimating ancestry in Cascades mice 
 
Whole genome re-sequencing and joint genotyping  

We performed low-coverage, whole-genome re-sequencing of the mice (n = 136) from the 
22 sites in the central Cascades transect. We extracted genomic DNA from liver tissue using 
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proteinase K digestion followed by the Maxwell RSC (Promega) DNA extraction. For library 
preparation, we used the Nextera XT kit with Illumina adapters, performing the reactions at 1/4 
volume. We quantified libraries with the TapeStation (Agilent), pooled the samples into a single 
library, and quantified the pooled library by qPCR. We then sequenced the library on a full flow 
cell of Illumina NovaSeq SP with paired-end sequencing of 150 bp reads. 

After de-multiplexing reads based on the Illumina barcodes, we mapped the reads from the 
fastq files to the P. maniculatus bairdii reference genome following the protocol described 
above. The median read depth for these samples was 15,347,998 mapped reads per sample, 
which corresponds to ~1.5X sequencing coverage across the genome. From the mapped bam 
files, we created cohort level vcfs as described above. 
 
Determining inversion genotypes  

To determine chromosome 15 genotypes, we created a set of fixed SNPs to differentiate the 
inversion and reference haplotypes. We used SelectVariants (GATK3.8) to select fixed SNPs in 
the affected region between the wild-caught mice homozygous for the inversion (n = 13 forest) 
and those homozygous for the reference allele (n = 15 prairie, n = 1 forest). We filtered this set 
of SNPs by requiring that the one forest mouse heterozygous for the inversion must be 
heterozygous at the selected SNPs, resulting in a set of 37,242 SNPs fixed between the inversion 
and reference haplotypes. We then performed the fit-HMM step of MSG for the Cascades mice 
using this set of SNPs for the affected region, as above. 

For the additional museum specimens (n = 12), we extracted genomic DNA from liver 
tissue using proteinase K digestion followed by the Maxwell RSC. Then, we used four custom 
Taqman SNP genotyping assays (Life Technologies) to genotype diagnostic SNPs between the 
inverted and reference haplotypes (Table S6). All genotyping reactions were performed with 1-
10 ng of genomic DNA, using the following cycling parameters: 95 °C for 10 minutes followed 
by 40 cycles of 95 °C for 15 s, 60 °C for 1 minute. For all individuals, the four assays gave the 
same genotype results. 
 
Ancestry estimates  

As the forest and prairie populations had low genetic differentiation across the genome, we 
used ngsAdmix (78) to estimate ancestry proportions for each Cascades transect individual (n = 
136), and for the previously sequenced wild-caught forest and prairie individuals (n = 30). To 
identify a set of SNPs for ngsAdmix, we selected biallelic SNPs from all autosomes that had at 
least 50% of all samples (forest, prairie, and Cascades mice) with non-missing genotypes using 
SelectVariants (GATK3.8) and thinned SNPs to be at least 1 kb apart to avoid SNPs in strong 
linkage disequilibrium (Figure S19). We excluded the affected region so that whole-genome 
ancestry estimates were not influenced by the inversion genotypes, resulting in a total of 472,692 
SNPs. To run ngsAdmix, we created a beagle file using a custom R script to convert GATK PLs 
to genotype likelihoods. Then, we ran ngsAdmix with minMAF=0.1 and k=1-6. We performed 
20 ngsAdmix runs per k, each with a different random seed. Using CLUMPAK (79, 80), we 
determined that k=2 was the best number of clusters (Figure S10A). Thus, we ran ngsAdmix 
with minMAF=0.1 and k=2 for estimating ancestry coefficients. We determined confidence 
bounds for the ancestry estimates by performing 100 iterations of subsampling the input SNP set 
to 25% and re-running ngsAdmix (Figure S10B).  
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In addition, we used ngsAdmix to confirm MSG genotypes for the inversion. From the set 
of thinned SNPs as described above, we had 7,090 SNPs in the affected region of chromosome 
15. Using this set of SNPs, we ran ngsAdmix as described above, and the ngsAdmix ancestry 
estimates confirmed MSG genotypes for the inversion (Figure S10F). Finally, we determined the 
allele frequency difference between the forest and prairie focal populations for all SNPs used in 
ngsAdmix.  
 
Fitting clines to genotypes and phenotypes 

First, to test whether mouse pigmentation was associated with soil color and value, we 
calculated the correlation between mouse hue and mean soil hue at the site of capture, between 
mouse brightness and mean soil value, and between mouse saturation and mean soil chroma 
(Figure S20).  

To determine spatial changes in morphological and genetic variation, we next used R to fit 
sigmoid clines for each trait separately using both the full dataset (i.e. wild-caught forest, prairie, 
and Cascades mice, with additional museum specimens for tail length and the inversion) and, 
separately, data restricted to the Cascades. We first converted the spatial coordinates of each site 
into an east-west transect distance, with the central point (distance = 0 km) at the highest 
elevation. We then used the distRhumb function from the package geosphere v. 1.5.7 (81) to 
calculate east-west distances between this central point and each other sampled site.  

We next used the package HZAR v. 0.2.5 (82) to fit clines for tail length, dorsal and flank 
hue, chromosome 15 inversion genotype, and whole-genome ancestry. For phenotype values, we 
fit 5 cline models, which varied only according to whether and how exponential tails were fit 
(tails = ‘none’, ‘left’, ‘right’, ‘mirror’, and ‘both’); exponential tails indicate stepped clines (83). 
For genotype data, we fit 10 cline models, which varied by how exponential tails were fit (tails = 
‘none’, ‘left’, ‘right’, ‘mirror’, and ‘both’) and by the scaling of minimum and maximum allele 
frequencies (scaling = ‘fixed’ for minimum and maximum fixed as minimum and maximum of 
observed mean data, ‘free’ for minimum and maximum as free parameters). We selected the best 
model for each trait and genotype using AICc values. We bounded the values for center and 
width such that the center could not be more than 10 km outside the sampled region, and the 
width no more than the total transect distance + 20 km (82). For phenotypic data, we also 
bounded the variance in the center of the cline (‘varH’) to be no more than 1.5 times the total 
variance in the dataset, which helped runs to converge. For each model, we ran 3 independent 
chains (varying the random seed) with 3 runs each, with chain length 1e6, thin 1e3, and burnin 
1e5 for phenotype data, and chain length 1e5, thin 100, and burnin 1e4 for genotype data (55). 
We assessed chain mixing by visually inspecting the trace and using the potential scale reduction 
factor (gelman.diag in the coda package, (84)).  

Finally, to test for coincidence of the genome-wide ancestry and chromosome 15 inversion 
clines, we used the likelihood profile method (85). For each variable to compare (i.e. whole 
genome ancestry proportion and inversion genotype), we constructed likelihood profiles by 
finding the likelihood of the best-fit cline model with the center fixed at each of 21 values 
between -30 and 30 km, the region where all best-fit cline centers were located. We fit 
exponential tails according to the best-fit model from the initial analysis (i.e. tails = ‘right’ for 
ancestry, and ‘left’ for chromosome 15; scale = ‘fixed’) and used the full, not transect-restricted, 
dataset. We used a chi-square test with test statistic equal to the sum of the maximum likelihood 
values for each trait (MLsum) minus the maximum value of the summed likelihood profiles 
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(MLcomp) to test for cline coincidence of particular clines, with degrees of freedom equal to the 
number of compared traits minus one. If all the clines are co-located, MLsum and MLcomp 
should be approximately equal, while if not, MLcomp will be significantly less than MLsum.  
 
Linking genotype and phenotype in Cascades mice 

To test whether genotype at the chromosome 15 inversion was associated with phenotype in 
the mice from the 50-km transect across the Cascade Mountains, we used linear mixed effects 
models (Figure S21). Specifically, we used tail length, dorsal hue, and flank hue as response 
variables, with fixed effects of genotype at the chromosome 15 inversion and the estimated 
proportion of genome-wide forest ancestry excluding chromosome 15 from ngsAdmix, and a 
random effect of site of capture. We compared these ‘full’ models to models that included 
ancestry proportion and capture site, and to models that included site alone, using AIC values to 
select the best model. In the Cascades, sample sizes for the three chromosome 15 genotypes were 
highly variable: in particular, while there were 59 forest homozygotes and 34 heterozygotes at 
the inversion, we caught only 5 mice in this region that were homozygous for the prairie allele. 
To aid interpretability, we therefore coded genotype as a factor with the homozygous forest 
genotype as the baseline and separate effects for the heterozygote and homozygous prairie 
genotypes rather than separately coding the additive and dominance effects of the locus.  
 
Absolute allele frequency differences across the genome 
 To determine whether the inversion frequency change across the transect was consistent 
with divergent selection, we compared it with blocks of similar linkage disequilibrium (LD) 
across the genome. We binned the genome into 200-bp non-overlapping windows, as mean r2 is 
approximately 0.1 at this distance (Figure S19). Although the mean r2 within the inversion is 
higher (~0.2), the rapid decay of linkage disequilibrium in the forest and prairie populations 
makes a window size of mean r2=0.2 infeasible (Figure S19). For each 200-bp window, we 
considered only SNPs with minor allele frequency (MAF) > 0.1 and reported the SNP with 
highest absolute allele frequency difference between the wild-caught forest (n = 15) and prairie 
(n = 15) mice, with a few exceptions. In particular, we noticed three other high-LD blocks that 
will be subject to further investigation. We collapsed these three blocks of high-LD, as well as 
the inversion on chromosome 15, to single values representing the most frequent maximum 
absolute allele frequency difference of 200-bp windows within each block. We then compared 
the absolute allele frequency difference of the inversion (0.9) to the maximum absolute allele 
frequency difference of all similar linkage disequilibrium blocks genome-wide. 
 
Chromosome 15 maximum-likelihood trees 

 To assess forest-prairie divergence at the inversion, we constructed maximum likelihood 
trees for the affected (0-41 Mb) and unaffected (41-79 Mb) regions of chromosome 15 for the 
wild-caught forest (n = 14) and prairie (n = 15) mice, excluding a single forest mouse 
heterozygous for the inversion. From the whole-genome re-sequencing vcf, we thinned SNPs to 
a maximum of 1 SNP per 100-bp, converted the vcf to a PHYLIP matrix using vcf2phylip.py 
(86) (https://github.com/edgardomortiz/vcf2phylip) and removed invariant sites using ascbias.py 
(https://github.com/btmartin721/raxml_ascbias). This resulted in 76,163 and 50,909 SNPs for the 
affected and unaffected regions, respectively. We built trees with RAxML v8.2.12 (87) using the 
ASC_GTRCAT model, with the conditional likelihood method, -asc-corr=lewis, to correct for 
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the ascertainment bias due to using SNPs (88). We ran 100 bootstraps, with “-f a” to perform 
rapid bootstrap analysis. We visualized trees in iTOL (89) and collapsed branches with bootstrap 
support < 75%. 
 
Nucleotide diversity across chromosome 15 

To investigate genetic diversity across the affected and unaffected chromosome 15 regions, 
we used the PopGenome package in R (70). We imported biallelic SNPs from the whole-genome 
re-sequencing vcf of the wild-caught forest (n = 13) and prairie (n = 15) mice into PopGenome, 
excluding the 2 forest mice carrying at least one reference allele. We computed statistics in 10-kb 
windows, with step size of 10 kb. We calculated Dxy using the diversity.stats.between function 
and pairwise nucleotide diversity separately for the forest and prairie mice using the 
diversity.stats function. 
 
Demographic model inference 
 
Estimation of 2D site frequency spectra (2DSFS) 
        To estimate the genome-wide 2DSFS from the wild-caught forest and prairie mice, we used 
ANGSD (64). First, we generated site allele frequency (SAF) files using the command angsd -gl 
1 with the options “-skipTriallelic 1 -sb_pval 0.01 -hwe_pval 0.01 -minMapQ 30 -minQ 20 -
minInd 12 -setMinDepthInd 5 -doMajorMinor 1 -doMaf 1 -doSnpStat 1 -doGeno 3 -doPost 2 -
doHWE 1 -doCounts 1”, using a germline mutation rate of 5.3e-9 (90). We also excluded regions 
with low mappability (e.g. repetitive content), putative inversions, and genic regions +-10 kb by 
providing a set of callable regions with the option “-rf”. Next, we directly estimated the 2DSFS 
from these files using realSFS and setting the number of sites (-nSites) to 5e8, in order to reduce 
computation time and memory requirements while still sampling a large portion of the genome. 
In the resulting 2DSFS, we moved sites that were fully fixed in both forest and prairie 
populations (30, 30) to the monomorphic (0, 0) category for compatibility with fastsimcoal2.  
 
Model selection with fastsimcoal2 
        We performed all demographic inference with fastsimcoal2 version 26 (91) and the 
following options “—multiSFS -d --numBatches 1 -C 1 --maxlhood –numloops 100 --numsims 
100000 --logprecision 18 --brentol 0.0001”. We initially tested a set of two-population models 
that encompassed scenarios from no gene flow to multiple admixture events, and constant 
population size to variable size through time. After an initial model comparison involving 50 
independent runs per model, we found that histories with no gene flow and/or constant 
population size consistently returned much lower likelihoods than all other scenarios. Therefore, 
we refined our set to 14 competing demographic models that varied in (a) the number of distinct 
migration rates to describe forest-prairie gene flow, (b) the timing of the divergence between 
forest and prairie populations, (c) the number and nature of size changes in each population’s 
history, and (d) the size of the ancestral population prior to forest-prairie divergence (Figure 
S9A). For each of these 14 models, we performed 100 independent parameter runs. We used the 
top 5 independent maximum likelihood estimates for each model to examine overall model fit 
and chose the model with the highest likelihood distribution and highest single likelihood 
estimate: 2Pop2Size2MigRateAncChange (Figure S9B). 
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        To further assess the suitability of our chosen demographic model, we simulated the top 
model and 7 competing models that also exhibited high likelihood distributions (Figure S9B). 
Specifically, using the parameter estimates provided by the top scoring run of each model, we 
performed 100 neutral forward simulations per model of a 500-kb genome using SLiM (92). 
With these simulated data, we calculated FST and $! using scikit-allel v1.3.2 (https://scikit-
allel.readthedocs.io/en/stable/) and LD decay using PopLDdecay (93). We visually compared 
these statistics to those calculated from the empirical data to ensure that the top scoring 
demographic model adequately captured the empirical data (Figure S9C-F). We found that the 
top scoring model was equivalent to or better than all competing models in capturing FST, $!, and 
LD decay.  
 
Power analysis 
        To assess our power to infer an accurate demographic history with fastsimcoal2 when the 
true history is known, we simulated our top scoring model (2Pop2Size2MigRateAncChange) and 
reapplied the model fitting described above to the simulated dataset. For this inference, we used 
the same set of 100 SLiM simulations of 500-kb genomes for the statistical comparisons 
described above. First, we thinned the simulated data to 1-kb windows separated by 1-kb 
intervals to restrict the input to unlinked sites. Then, we extracted a 2DSFS from the data using 
easySFS.py (https://github.com/isaacovercast/easySFS) with the options “-a --unfolded”. Finally, 
we modified the count of monomorphic sites (0,0) to reflect the number of invariant sites 
represented by the thinned dataset.  
        We next used this simulated 2DSFS to perform 100 independent parameter searches per 
model for the same 14 competing models used on the empirical data. We examined the top 5 
runs per model and observed that two models – 2Pop2Size2MigRateAncChange and 
2Pop2Size2MigRate – exhibited the most likely parameter estimates, with highly overlapping 
distributions that outperformed all other models. Given that the former model corresponded to 
the true demographic history of the simulated input data and the latter model differed only in 
ancestral population dynamics, we interpreted this result as support for our power to infer the 
true demographic history from the empirical data and to distinguish amongst competing 
histories.  
 
Estimation of confidence intervals for top demographic model 
        To quantify uncertainty in our demographic history and incorporate this uncertainty into 
downstream analyses, we applied a non-parametric bootstrapping approach to obtain confidence 
intervals for all parameters of our top-fitting model. To do this, we generated 100 bootstrap 
replicates of the empirical SFS using the ANGSD command realSFS with the option “-bootstrap 
100”. For each replicate 2DSFS, we performed 100 independent runs under the top model, 
2Pop2Size2MigRateAncChange, using the same options as described above. We extracted the 
top scoring run for each replicate 2DSFS and used this set of 100 runs to generate 95% 
confidence intervals for each parameter in the 2Pop2Size2MigRateAncChange model.  
 
SLiM simulations  
       All simulations were performed using SLiM v3.6 (92). For all simulations, unless noted 
otherwise, we used a mutation rate of 5.3e-9, and a recombination rate of 5e-9 (before scaling), 
which we calculated from the F2 intercross. To reduce computational time, we scaled parameters 
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by a factor of 100, with population sizes and times divided by 100 and mutation and migration 
rates multiplied by 100. Recombination rate was scaled according to %"#$%&' = (1 −
(1 − 2%)()/2 where n is the scaling factor, in our case, equal to 100 (92). 
        
Neutral simulations of fastsimcoal2 models 
        To explore the fit of particular fastsimcoal2 models (see methods section “Model selection 
with fastsimcoal2”), we performed forward simulations of neutral mutations (55). For each of the 
8 fastsimcoal2 models, we performed 100 simulations of a 500-kb genome in SLiM, using the 
parameter estimates from the fastsimcoal2 model, with scaling of parameters as described above. 
We implemented tree-sequencing to reduce run time, and at the final generation, we selected 15 
forest and 15 prairie samples for the output tree-sequencing file. Next, we used pyslim v0.6 
(https://github.com/tskit-dev/pyslim) and msprime v0.7.4 (https://github.com/tskit-dev/msprime) 
to add neutral mutations. We first recapitated the trees so that every site coalesced, using the 
ancestral population size estimate for Ne. We then added neutral mutations with the 
SlimTreeSequence (pyslim) and mutate (msprime) functions with a mutation rate of 5.3e-9 and 
saved the output as a vcf, which we used for assessing fastsimcoal2 model selection. 
 
Simulations of the selection history of the inversion 
        To test whether the inversion evolved neutrally, we simulated the evolution of the inversion 
under the best-fit fastsimcoal2 model (55). We used the parameter estimates from the best-fit 
fastsimcoal2 model, with scaling of parameters as described above. As we were interested in 
estimating the selection regime necessary for a locus to obtain 90% frequency in the forest and 
0% frequency in the prairie, we simulated the inversion as a single locus, evolving under a range 
of selection coefficients. We used a grid of forest (sforest) and prairie (sprairie) selection coefficients 
for the inversion, with values (before scaling) sforest = 0, 1e-6, 1e-5, 1e-4, 5e-4, 1e-3, 2.5e-3, 5e-3, 
7.5e-4, 1e-2, and sprairie = 0, -1e-5, -1e-4, -1e-3, -1e-2. In the simulations, we scaled the selection 
coefficients, multiplying by the same scaling factor of 100, to keep Ns consistent (92). These 
selection coefficients span the four likely selection scenarios: the inversion is evolving under 
drift (sforest = 0, sprairie = 0), positive selection in the forest (sforest > 0, sprairie = 0), negative selection 
in the prairie (sforest = 0, sprairie < 0) or divergent selection (sforest > 0, sprairie < 0). Because the 
inversion showed additive effects for tail length and coat color in the F2 hybrids, we assumed the 
inversion was semi-dominant, with heterozygotes experiencing intermediate selection 
coefficients in forest and prairie. We introduced the inversion as a single mutation into the forest 
population at times varying from 15 thousand (k) to 9 million (m) generations ago, to allow the 
inversion enough time to reach high frequency when evolving under drift. When the inversion 
was introduced prior to the forest-prairie split (2.2m generations ago), the selection coefficient 
for the inversion was equal to the forest selection coefficient until the forest-prairie split. For 
each combination of forest and prairie selection coefficients and time of introduction of the 
inversion, we ran 100 simulations. We then compared the probability that the inversion obtained 
high frequency (>80%) in the forest population and low frequency (<10%) in the prairie 
population across the combinations of forest and prairie selection coefficients (Figure S11). 
        To test whether the selection results were sensitive to uncertainty in the best-fit fastsimcoal2 
parameter estimates, we performed the same selection simulations as described above, using the 
bootstrapped intervals for the fastsimcoal2 parameter estimates instead of the top parameter 
estimates from the model. We grouped the fastsimcoal2 parameters into three parameter types: 
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population size parameters, time parameters and migration rate parameters. For each type of 
parameter, we set the parameters of that type to the 2.5th or 97.5th percentile from the 
bootstrapped intervals for those parameters; we then ran the selection simulations for 8 scenarios 
representing all possible combinations of 2.5th and 97.5th percentile values for the 3 parameter 
types. For these simulations, we introduced the inversion 5k generations after the forest-prairie 
split time, which ensured that the inversion experienced both forest and prairie selection 
coefficients immediately. We then compared the probability that the inversion obtained high 
frequency (>80%) in the forest population and low frequency (<10%) in the prairie population 
across the combinations of forest and prairie selection coefficients (Figure S12). 
 
Approximate Bayesian computation estimates of inversion selection coefficient 
        We used approximate Bayesian computation (ABC) to estimate posterior probability 
distributions for the inversion’s selection coefficients in the forest and prairie populations. We 
ran forward simulations under the best-fit fastsimcoal2 model in SLiM, scaling parameters as 
described above. Since we found that the inversion most likely evolved under divergent 
selection, we drew the positive forest and negative prairie inversion selection coefficients 
independently from a log10-uniform distribution from -2 to -6 (corresponding to forest selection 
coefficients from +1e-6 to +0.01 and prairie selection coefficients from -0.01 to -1e-6). We 
introduced the inversion as a single mutation into the forest population at 4 timepoints: 15k, 
150k, 1.5m or 2.2m (time of forest-prairie split) generations ago. For each timepoint, we ran 
50,000 simulations and recorded the frequency of the inversion in the forest and prairie 
populations at the end of each simulation. Using the abc package in R (94), we set a threshold of 
0.5%, keeping the 250 simulations with inversion frequencies closest to the empirical 
observation of 90% frequency in forest and 0% frequency in prairie. We then used the loclinear 
approach (with hcorr = TRUE to correct for heteroscedasticity) to estimate posterior probability 
distributions for the forest and prairie selection coefficients; the loclinear approach weights 
parameter values based on how close the simulation was to the empirical observations. We report 
the mean values with 95% confidence intervals from the posterior distributions (Figure S13). 
 
Simulations and ABC estimate of the age of the inversion 
        To estimate the age of the inversion, we simulated in SLiM a 1-Mb genome, with the 
inversion as a 500-kb region, evolving under the best-fit fastsimcoal2 model in SLiM, with 
parameters scaled as described above (55). To simulate the suppression of recombination within 
the inversion, we introduced the inversion as a point mutation, and when this mutation was found 
in heterozygote individuals, we used a recombination callback to suppress recombination across 
the 500-kb region. Outside of the inversion and for all individuals homozygous for the inversion 
or reference haplotypes, recombination occurred normally with rate 5e-9. The inversion was 
introduced as a single copy into the forest population, with selection coefficients of 1.8e-3 in the 
forest and -3e-4 in the prairie and assuming semi-dominance; these selection coefficients were 
the ABC estimates for the most recent time of introduction of the inversion (t = 15k generations 
ago), thus allowing the inversion to reach high frequency in the forest population across 
timepoints. We introduced the inversion at timepoints drawn from a uniform distribution from 0 
to 750k generations ago, and ran 25,000 simulations, each with a 10k generation burn-in period 
(before scaling time parameters). We performed tree-sequencing to reduce computational time, 
selecting 15 forest and 15 prairie individuals at the end of each simulation. For simulations in 
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which the inversion was neither fixed nor lost across all individuals (n = 3,215 simulations), we 
added neutral mutations at a rate of 5.3e-9 to the tree-sequencing file using pyslim and msprime. 
From the output vcfs, we next computed Dxy and FST in the 500-kb inversion region, between 
forest individuals homozygous for the inversion and prairie individuals homozygous for the 
reference allele, using scikit-allel. Finally, we used the abc package in R to estimate the age of 
the inversion. Based on empirical values for Dxy and FST  as calculated in PopGenome (see 
“Nucleotide diversity across chromosome 15” section) between the inversion and reference 
alleles, we set a threshold of 10%, keeping a total of 321 simulations with Dxy and FST  closest to 
the empirical values. We then used the loclinear approach (with hcorr = TRUE to correct for 
heteroscedasticity) to create a posterior probability distribution of the age of the inversion based 
on Dxy and FST  summary statistics. 
 
Simulations of fitness effects due to suppression of recombination within the inversion 
 
Two-beneficial-locus model without deleterious mutations 
        To explore the fitness effects from suppression of recombination within the inversion, we 
first simulated a model with two beneficial loci, A and B, in the forest population (55). Under the 
best-fit fastsimcoal2 model, we introduced A and B into the forest population on a single 
haplotype at 250k generations ago (ABC estimate for the age of the inversion). The haplotype 
was either a standard, freely recombining haplotype, or an inversion (with complete suppression 
of recombination in heterozygotes); this allowed us to test whether the beneficial loci were more 
likely to spread on an inversion or a standard haplotype initially carrying the two beneficial loci. 
A and B were modeled as beneficial in the forest population, with selection coefficients sA+sB = 
3e-4 (ABC estimate for the inversion’s selection coefficient in forest) and as deleterious in the 
prairie population, with selection coefficients spA+spB = -1e-2, assuming semi-dominance for both 
loci. On the standard haplotype, we simulated the following distances between A and B: 100 bp, 
1 kb, 10 kb, 100 kb, 1 Mb, 10 Mb (since the inversion is 41 Mb). On the inversion, since A and 
B were completely linked, we did not vary the distances between A and B when simulating the 
inversion. This allowed us to compare the distances between two beneficial loci for which an 
inversion confers an advantage from suppressing recombination between A and B. We also 
varied the ratio of the forest selection coefficients for A and B (sA/sB = 1.0, 0.5, 0.1, or 0.01) to 
explore how the relative strengths of selection on two beneficial loci changes the dynamics of 
their evolution on a standard or inverted haplotype. We ran 500,000 simulations for all 
combinations of A and B distances (100 bp, 1 kb, 10 kb, 100 kb, 1 Mb, 10 Mb) and ratio of 
selection coefficients (1.0, 0.5, 0.1, 0.01), and we ran 500,000 simulations for the inversion. At 
the final generation for each simulation, we recorded the frequencies of A and B in the forest 
population.  
        Using the two-beneficial-locus simulation results, we characterized the spread of A and B 
when they were introduced into the forest population on the standard haplotype versus the 
inversion. Across all simulations for each scenario, we calculated the probability that A (or B) 
was lost in the forest population, the frequency of A when A was not lost (or B when B was not 
lost) in the forest population (which represents the migration-selection equilibrium frequencies), 
and the mean fitness of the forest population (Figure S14). The mean fitness was calculated as 
the mean frequency of A (over all simulations, including simulations where A was lost) 
multiplied by the selection coefficient of A plus the mean frequency of B (over all simulations, 
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including simulations where B was lost) multiplied by the selection coefficient of B in the forest 
population, where a fitness of zero represents the initial forest population’s fitness when both A 
and B are absent (Figure S14). We then used permutation tests to assess whether the mean fitness 
of the forest population obtained when the inversion was introduced significantly differed from 
the mean forest fitness when the standard haplotype was introduced. To create a null distribution 
of inversion-standard forest fitness differences for each scenario of A and B distances and 
selection coefficients, we randomly set inversion versus standard haplotype assignments to each 
simulation, sampling without replacement, and computed the difference in mean forest fitness 
between the inversion versus standard haplotype simulations. We performed 1,000 permutations 
and then compared the true inversion-standard difference in mean forest fitness from our 
simulations to the null distribution to obtain the probability of obtaining that fitness difference 
from chance alone. 
        Finally, we computed the theoretical predictions for an inversion’s fitness gain in the forest 
population from linking together multiple adaptive loci and compared these predictions to our 
simulation results. In a two-beneficial-locus model (assuming s > m for both loci), the mean 
equilibrium fitness of a locally adapting population is defined by the following equation (5): 
 

1
2 (- + / − 0 − 42 +3(- + / + 0)) − 820) 

 
where m = migration rate into the locally adapting population, 0 = recombination rate between 
the two beneficial loci, and -, / = selection coefficients for two beneficial loci (5). When there is 
no recombination between beneficial loci, such as with an inversion, the equilibrium fitness for 
the locally adapting population is - + / − 22. Thus, the fitness gain obtained from an inversion 
over a standard haplotype is: 
 

1
2 (- + / + 0 − 3(- + / + 0)

) − 820) 
 
assuming that - > m, / > m, and the inversion completely suppresses recombination between 
loci. For the variables in this equation, we set m = the final prairie-to-forest migration rate 
estimated as 6.26e-6 from the fastsimcoal2 model, - = / = 1.5e-4 (0.5 multiplied by the 
inversion’s forest selection coefficient), and 0 = 5e-9 multiplied by the distance between A and 
B. To compare these predicted fitness gains with the simulation results, we subset the simulation 
results to simulations for which A and B were not lost in the forest, since the theoretical equation 
assumes that neither A nor B is lost in the locally adapting population (Figure S15). 
 
Two-beneficial-locus model with deleterious mutations 
        In addition to linking together beneficial mutations, inversions can also carry deleterious 
mutations. To explore the effects of hitchhiking deleterious mutations, we performed additional 
simulations of the two-beneficial-locus model, while including deleterious mutations (55). We 
simulated the same two-beneficial-locus model under the best-fit fastsimcoal2 model as 
described above, with the following differences: (1) we simulated a 400-kb genome, which is 
approximately the inversion length (41 Mb) divided by the scalar of 100; (2) we included six 20-
kb functional regions, separated by 30-kb non-functional regions, which represent a generous 
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estimate of the density of functional regions (including exons, introns, UTRs) within the 
inversion (frequently only exons are included as functional content); (3) the two beneficial loci A 
and B were located 100-kb apart, within functional regions, with ratio of selection coefficients 
equal to either 1.0 or 0.1; (4) deleterious mutations were introduced into the forest and prairie 
populations at a mutation rate of 5.3e-9, within the functional regions only, according to four 
distributions of fitness effects (DFEs) (as described in (14, 95). The DFEs included f0 with 
neutral mutations only (2Ns = 0), f1 with neutral and weakly deleterious mutations (50% 2Ns = 0, 
50% -10 < 2Ns < -1), f2 with neutral, weakly and moderately deleterious mutations (33% 2Ns = 
0, 33% -10 < 2Ns < -1, 33% -100 < 2Ns < -10) and f3 with neutral, weakly, moderately and 
strongly deleterious mutations (25% 2Ns = 0, 25% -10 < 2Ns < -1, 25% -100 < 2Ns < -10, 25% -
1000 < 2Ns < -100) where N is the forest-prairie ancestral population size of 4.2e6. All 
deleterious mutations were assumed to be semi-dominant. Both the inversion and standard 
haplotypes were introduced into the forest population 250k generations ago, following a burn-in 
period of 10k generations (before scaling time parameters). The inversion was introduced as a 
single mutation, which completely suppressed recombination across the 400-kb region with a 
recombination callback when found as heterozygous. At the end of each simulation, the final 
frequencies of A and B were recorded. Since we were specifically interested in the spread of A 
and B in the presence of deleterious mutations on an inversion or standard haplotype, we 
computed the final forest fitness using only the frequencies of A and B. We ran 100,000 
simulations per scenario, and for each scenario, the mean forest fitness was calculated as the 
mean frequency of A (across all simulations of that scenario) multiplied by the selection 
coefficient of A plus the mean frequency of B (across all simulations of that scenario) multiplied 
by the selection coefficient of B. We also reported the probability that A (or B) was lost and the 
mean frequency of A when A was not lost (or B when B was not lost) (Figure S16). 
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Fig. S1. Additional ecotype-related traits of wild-caught mice. Phenotypes of adult, wild-
caught mice from the forest (green, left) and prairie (brown, right) ecotypes. (A) Hindfoot length 
(n = 33 forest, 29 prairie), (B) ear length (n = 33 forest, 29 prairie), (C) weight (shown after log10 
transformation; n = 39 forest, 30 prairie), and (D) ventral hue. (E) brightness and (F) saturation 
of all three body regions (n = 16 forest, 20 prairie for all pigment traits). Symbols: ns = p > 0.05; 
*** = p < 0.001 (two-sided Welch’s t-tests); deg. = degrees; a.u. = arbitrary units of reflectance.  
Boxplots indicate the median (center white line), the 25th and 75th percentiles (box extent); 
whiskers show largest or smallest value within 1.5 times the inter-quartile range. Black dots 
show individual data points. 
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Fig. S2. Phenotypes of laboratory-born mice are consistent with wild-caught specimens. 
Phenotypes of laboratory-born adult forest (green) and prairie (brown) mice, aged 60-70 days (n 
= 20 for each ecotype, body measurements; n = 31 for each ecotype, pigment traits). (A) Body 
length (excluding tail) and tail length. Lines connect measurements for the same individual. 
Means shown in bold. (B) Dorsal and flank hue. (C) Hindfoot length, (D) Ear length, (E) Weight 
(after log10 transformation), and (F) Ventral hue. (G) Brightness and (H) Saturation for all three 
body regions. Symbols: ns = p > 0.05; * = p < 0.05; *** = p < 0.001 (two-sided Welch’s t-tests); 
deg. = degrees; a.u. = arbitrary units of reflectance. Boxplots indicate the median (center white 
line), the 25th and 75th percentiles (box extent); whiskers show largest or smallest value within 
1.5 times the inter-quartile range. Black dots show individual data points.  
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Fig. S3. QTL maps for all traits that differed between wild-caught forest and prairie mice. 
(A) Flank hue (light red) and dorsal hue (dark red). (B) Tail length (dark blue) and hindfoot 
length (light blue), with body length included as an additive covariate. (C) Dorsal brightness 
(dark purple) and flank brightness (light purple). The peak for flank brightness on chromosome 
21 is transgressive. LOD = log of the odds score. Physical distance (basepairs) is shown on the x-
axis; axis labels indicate the center of each chromosome. Dotted lines indicate the genome-wide 
significance threshold (α = 0.05) based on permutations, and shaded rectangles indicate the 95% 
Bayes’ credible intervals for all chromosomes with significant QTL peaks. n = 542 (tail), 455 
(foot), 541 (pigment). (D) FST between forest and prairie mice for the five chromosomes with 
significant tail length QTL. FST was estimated in 10-kb windows with step size of 1 kb and 
smoothed with loess regression. Shaded rectangles indicate the 95% Bayes’ credible intervals for 
the significant tail length QTL peaks. 
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Fig. S4. Alignments of the long-read sequencing-based contigs to the reference genome for 
chromosome 15. All contigs greater than 1 Mb that align to chromosome 15 are shown for forest 
(left) and prairie (right) with reference sequence in center (unaffected region = gray; affected 
region = purple). Contigs are ordered by mapping position to reference genome, except forest 
contigs in the inversion region that are ordered by inferred position in forest genome. The forest 
contig that identified the inversion (green) and the prairie contig that spans the inversion 
breakpoint (brown) are highlighted. Contigs containing forest-prairie rearrangements that are 
shared relative to the reference genome are indicated (red). 
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Fig. S5. Contig alignments from forest and prairie sequences encompassing the inversion 
breakpoint. Alignments of the three long-read sequencing-based contigs relevant for the 
inversion breakpoint: prairie contig spanning the breakpoint (top), forest contig spanning the 
breakpoint (middle), and forest contig containing sequence adjacent to the breakpoint (bottom). 
Contigs are aligned to chromosome 15 from the reference genome (y-axis). Vertical line 
indicates the identified breakpoint. Colors (blue, red) indicate alignment direction with respect to 
the reference genome. 
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Fig. S6. Habitat categories at sampled sites. The proportion of the area within 0.5 km (top), 1 
km (middle) and 2 km (bottom) covered by each habitat category. Data drawn from the habitat 
map by the Oregon Biodiversity Information Center of the Institute for Natural Resources at 
Portland State University, and habitat categories were binned across age categories as shown in 
Table S5. The habitat categories shown in Figure 4 represent the habitat that covers the most area 
within 1 km of the site (symbols above 1 km plot). 
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Fig. S7. Soil characteristics at sampled sites. The proportion of top-layer soil with each 
Munsell scale color (shown as hue value/chroma) within 0.5 km (top), 1 km (middle), or 2 km 
(bottom) of each sampled site. Sites are ordered by transect distance (i.e., distance east from the 
central point). Hue values shown in Figure 4 are the weighted average of the Munsell hue for the 
1 km radius shown, after excluding regions with no soil series data (i.e., badland, dune land, 
riverwash, rock outcrop, and rubble land categories). 
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Fig. S8. Genetic differentiation statistics for chromosome 15. (A) FST between wild-caught 
forest (n = 15) and prairie (n = 15) mice calculated in 10-kb windows with step size of 1 kb in the 
affected (purple, chr15:0-40 Mb) and unaffected (light gray, chr15:41-79 Mb) regions of 
chromosome 15, and across the whole genome excluding the affected region of chromosome 15 
(dark gray). (B) Pairwise nucleotide diversity for forest v. prairie ecotypes (Dxy), within forest 
mice (πforest), or within prairie (πprairie) shown for the affected (purple, chr15:0-41 Mb) and 
unaffected (light gray, chr15:41-79 Mb) regions. Nucleotide diversity statistics were computed in 
10-kb windows with step size of 10 kb. All prairie mice (n = 15) but only forest mice 
homozygous for the inversion (n = 13) were included in nucleotide diversity analyses. For all 
violin plots, white boxes represent first and third quartiles, with median shown as black line. (C) 
Smoothed nucleotide diversity shown across chromosome 15 (green = πforest, tan = πprairie, gray = 
Dxy). 
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Fig. S9. Demographic model inference. (A) Illustrations highlighting parameters that varied 
among competing demographic models. (B) Top five maximum likelihood scores plotted for 14 
competing models, pulled from a set of 100 independent parameter searches per model. 
Highlight indicates model with the highest likelihood. (C) Comparison between observed two-
dimensional site frequency spectra (2DSFS) for top-scoring model, 
2Pop2Size2MigRateAnchChange. (D-F) Comparisons of population-genetic parameters between 
empirical data and simulations of 8 competing demographic models with similar likelihood 
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distributions. The most likely model, 2Pop2Size2MigRateAncChange, is at least equivalent to, if 
not better than, all competing models for all parameters. (D) Distributions of FST as calculated 
from 10-kb genomic windows. (E) Linkage disequilibrium (LD) decay, per population. (F) 
Distributions of $! per population, as calculated from 10-kb genomic windows.  
In (D) and (F), boxes show median, with first and third quartiles; whiskers show largest or 
smallest value within 1.5 times the inter-quartile range. 
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Fig. S10. Genomic ancestry estimates. (A) Best K method (CLUMPAK) shows ancestry for all 
transect mice (n = 136) was best assigned to two clusters (k = 2). (B) Bootstrapped confidence 
intervals for genome-wide ngsAdmix ancestry estimates. Points show percent of ancestry 
assigned to cluster 1 (forest ancestry) with the full SNP set, and bars show 95% confidence 
interval on forest ancestry from bootstrapping. Mice are ordered by their forest ancestry 
estimates from full SNP set (n = 472,692), and colored by site (forest = green, prairie = brown, 
Cascades = gray). (C) Genome-wide ngsAdmix ancestry estimates for forest, Cascades and 
prairie mice for all autosomes, excluding affected region of chromosome 15. Mice are ordered by 
their distance along an east-west axis of their capture sites (West = left, East = right). All forest 
mice (n = 15, left) are assigned 100% ancestry in cluster 1, whereas all prairie mice (n = 15, 
right) are assigned 100% ancestry in cluster 2, suggesting that the two ancestry groups 
correspond to forest (green) and prairie ancestry (brown). Central Cascades mice (n = 136) have 
varying proportions of ancestry assignments (middle). (D) Allele frequency difference between 
forest and prairie populations for the top quartile of differentiated SNPs that were used in 
ngsAdmix for determining genome-wide ancestry (whole genome, dark gray) and ancestry for 
the inversion region (affected, purple). ngsAdmix SNPs from the unaffected region of 
chromosome 15 (unaffected, light gray) are also shown for comparison with the affected region. 
(E) ngsAdmix ancestry estimates for the affected region of chromosome 15 (n = 7,090 SNPs) to 
confirm inversion genotypes, with mice ordered as in (C). (F) ngsAdmix estimates for forest 
ancestry at the affected region agree with inversion genotypes as determined by MSG. In (D) and 
(F), boxes show median, with first and third quartiles; whiskers show largest or smallest value 
within 1.5 times the inter-quartile range.  
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Fig. S11. Simulation results for selection history of the inversion. In SLiM, the inversion was 
introduced at varying timepoints (15 thousand to 9 million generations ago), with a range of 
forest (0 to 0.01) and prairie (0 to -0.01) selection coefficients. Heatmaps show the probability of 
the inversion reaching frequency >0% in the forest and/or prairie population (left) and reaching 
>80% frequency in the forest and <10% frequency in the prairie (right) for varying positive 
forest and negative prairie selection coefficients. Gray box highlights simulations for which the 
inversion was introduced following the forest-prairie split. 
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Fig. S12. Effects of uncertainty in fastsimcoal2 parameter estimates on inversion selection 
simulations. Selection history of the inversion was simulated under the demographic model 
using the 2.5th or 97.5th quantile for fastsimcoal2 estimates of time, population size and migration 
rate parameters. Heatmaps show the probability of the inversion reaching frequency >0% in the 
forest and/or prairie population (left) and the probability of the inversion reaching >80% 
frequency in the forest and <10% frequency in the prairie (right) for varying positive forest and 
negative prairie selection coefficients. 
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Fig. S13. ABC selection estimates for the inversion. Posterior probability distributions for the 
inversion’s selection coefficient (sinversion) in forest (left, green) and prairie (right, brown). 
Posterior distributions of the inversion’s selection coefficient are shown for when the inversion is 
introduced into the forest population under the demographic model at four timepoints. Note: 
forest selection coefficients are estimated to be positive, and prairie selection coefficients 
negative. CI = confidence interval. 

 

0

1

2

3

4

−6 −5 −4 −3 −2
log10(+forest sinversion)

de
ns

ity

0.0

0.1

0.2

0.3

0.4

−6 −5 −4 −3 −2
log10(−prairie sinversion)

de
ns

ity

0.0

0.5

1.0

1.5

2.0

−6 −5 −4 −3 −2

de
ns

ity

0

1

2

−6 −5 −4 −3 −2

de
ns

ity

0.0

0.3

0.6

0.9

−6 −5 −4 −3 −2

de
ns

ity

0.00

0.25

0.50

0.75

−6 −5 −4 −3 −2

de
ns

ity

0.00

0.25

0.50

0.75

1.00

−6 −5 −4 −3 −2

de
ns

ity

0.0

0.2

0.4

0.6

0.8

−6 −5 −4 −3 −2

de
ns

ity

Forest +sinversion Prairie -sinversionTime inversion 
introduced

(generations ago) 

15,000 

150,000 

1,500,000 

2,200,000
time of 

forest-prairie
split

log10(+forest sinversion)

log10(+forest sinversion)

log10(+forest sinversion)

log10(−prairie sinversion)

log10(−prairie sinversion)

log10(−prairie sinversion)

mean = 1.9e-3
95% CI = 1.4e-3 - 4.0e-3

mean = 3.3e-4
95% CI = 9.2e-5 - 1.6e-3

mean = -2.9e-4
95% CI = -8.7e-3 - -1.5e-6

mean = -4.1e-3
95% CI = -9.3e-3 - -7.1e-4

mean = 3.2e-4
95% CI = 6.9e-5 - 2.6e-3

mean = -2.5e-3
95% CI = -9.7e-3 - -3.4e-4

mean = 2.6e-4
95% CI = 4.8e-5 - 1.6e-3

mean = -2.2e-3
95% CI = -9.8e-3 - -2.0e-4



 
 

34 

 

 
 
 
Fig. S14. Simulation results from the two-locus model of recombination effects. A two-locus 
model was simulated in SLiM under the demographic model, where the two loci (A & B) were 
introduced into the forest population on an inversion or on a standard haplotype. On the standard 
haplotype, distances between A and B varied from 100 bp to 10 Mb. Ratio of selection 
coefficients for A (sA) and B (sB) varied with sA/sB = 0.01 to 1.0 on the standard haplotype, with 
sA+sB = 3e-4 for both the inversion and standard haplotype, with 500,000 simulations per 
scenario. (A) Probability that A was lost in the simulation. (B) Probability that B was lost. (C) 
Mean frequency of A in forest when A was not lost. (D) Mean frequency of B in forest when B 
was not lost. (E) The mean forest fitness across all simulations. Horizontal purple line: 
simulation results for the inversion (no recombination between A & B). 
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Fig. S15. Theoretical versus simulated fitness gain from an inversion. Left: The theoretical 
fitness gain from an inversion over a standard haplotype with two adaptive loci computed using 
estimated migration rates, recombination rates and the inversion selection coefficient, and 
assuming the two loci had equal selection coefficients. The theoretical fitness gain of an 
inversion is equal to 2m (the migration load of an allele, m = migration rate) when the loci are 
unlinked (e.g. distance between A and B = 10 Mb). Right: The simulated fitness gain of the 
inversion where A and B had equal selection coefficients. Since the theoretical predictions 
assume A and B are not lost because their selection coefficients are greater than m, only 
simulations where A and B are not lost are shown. 
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Fig. S16. Simulation results from the two-locus model with deleterious mutational load. A 
two-locus model was simulated in SLiM under the demographic model, with deleterious 
mutations added to functional regions according to four different distributions of fitness effects 
(f0, f1, f2,  f3; see Methods). The two loci (A & B) were located 100-kb apart. On the standard 
haplotype, the ratio of selection coefficients for A (sA) & B (sB) varied with sA/sB = 0.1 or 1, and 
sA+sB = 3e-4. For the inversion, sA+sB = 3e-4. For each scenario, 100,000 simulations were 
performed. (A) Probability that A was lost in the simulation. (B) Probability that B was lost. (C) 
Mean frequency of A in forest when A was not lost. (D) Mean frequency of B in forest when B 
was not lost. (E) The mean forest fitness across all simulations.  
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Fig. S17. Correlations among traits in F2 hybrids. Pairwise Pearson’s correlations (R = 
correlation coefficient) among all six traits used for QTL mapping in F2 hybrids. Tail and 
hindfoot length are shown after taking the residual against body length in the hybrid mice. N = 
542 (tail), 455 (foot), 541 (pigment).  Lines indicate linear smoothing with 95% confidence 
intervals (gray). Statistics and analysis performed using Pearson’s correlations. Abbreviations: 
deg = degrees, mm = millimeters, a.u. = arbitrary units.  
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Fig. S18. Genetic principal component analyses and heterozygosity of the affected and 
unaffected regions of chr15. Genetic principal component analyses (PCA) performed for (A) 
the affected and (B) the unaffected region of chromosome 15, using wild caught prairie (circles, 
n = 15) and forest (triangles, n = 15) mice. Each point represents an individual and is colored by 
the inbreeding coefficient F. The structure of the affected region portions out individuals into 
three distinct clusters congruent with heterozygosity and inversion genotypes: homozygous 
reference individuals (left), a heterozygous individual (middle), and homozygous inversion 
individuals (right). The unaffected region shows little variation in F, and structures samples 
primarily by source population (forest vs. prairie). 
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Fig. S19. Linkage disequilibrium decay in wild prairie and forest populations. Mean r2 
between biallelic SNPs, as a function of physical distance in kilobases (top) and basepairs 
(bottom). Horizontal line at r2 = 0.20 indicates a common threshold below which linkage 
disequilbrium between variants is often considered to be negligible. 
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Fig. S20. Correlation between mouse pigmentation and soil characteristics. Pearson’s 
correlations (R = correlation coefficient) between mean soil hue (A,D), value (B,E), and chroma 
(C,F) and dorsal (A-C) or flank (D-F) hue, brightness, and saturation in wild-caught mice. Points 
are colored by location of capture (green = forest, gray = Cascades, brown = prairie). 
Correlations are shown both using all data (full = blue, n = 133) and using the central Cascades 
transect only (gray, n = 90). Lines indicate linear smoothing with 95% confidence intervals 
(gray). Statistics and analysis performed using Pearson’s correlations. Symbols: ns = p > 0.05; ** 
= p < 0.01; *** = p < 0.001.  
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Fig. S21. Association between genotype and phenotype in transect mice. Relationship 
between estimated forest ancestry proportion (x axis), genotype at the chromosome 15 inversion 
(green = homozygous for the inverted [forest] allele; gray = heterozygous; brown = homozygous 
for the reference [prairie] allele), and dorsal hue (A) and tail length (B) in wild-caught adults 
from the central Cascades transect. Points represent individual mice (dorsal hue: n = 90; tail: n = 
97), and lines show the results of mixed-effect linear models including capture site as a random 
effect, inversion genotype as a categorical fixed effect, and proportion forest ancestry genome-
wide as a continuous fixed effect. Models including both inversion genotype and genome-wide 
ancestry were selected over equivalent models with genome-wide ancestry only (tail, inversion + 
ancestry, model log-likelihood (LL) = -304.4, AIC = 620.9; tail, ancestry only, LL = -307.0, AIC 
= 622.0; hue, inversion + ancestry, model log-likelihood (LL) = -174.6, AIC = 361.3; hue, 
ancestry only, LL = -179.0, AIC = 366.0). Symbols: * = p < 0.05; ** = p < 0.01; *** = p < 
0.001. 
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Table S1. Differences in phenotype between forest and prairie mice in the wild and lab. 
Results of Welch’s t-tests comparing forest and prairie phenotypes. Weight: log10-transformed 
values. s.d. = standard deviation; p (adjusted) = p-value after multiple test correction using the 
Bonferroni-Holm method; p (initial) = p-value without multiple test correction. Symbols: mm = 
millimeters, g = grams, a.u. = arbitrary units of reflectance, d = dorsal, f = flank, v = ventral, ns = 
p > 0.05, * = p < 0.05, *** = p < 0.001 after multiple test correction. 
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Table S2. QTL effect sizes. Model results using fitqtl for each trait. Abbreviations: chr. = 
chromosome; LOD = log of the odds score; pos. = position in basepairs (bp); CI = 95% Bayes’ 
credible interval (bounds given in bp, width given in Mb); a = additive effect (estimate ± 
standard error); d = dominance effect (estimate ± standard error); abs = absolute value; PVE = 
percent variance explained; * = QTL is transgressive; pgm = cross direction. For tail models, 
effect sizes were estimated while including all significant loci (left) or in models with each locus 
alone (right). Note that linear models strongly supported the presence of all five loci (F2,540 
comparing a full model with all 5 loci vs models with one locus dropped: 10.6 - 49.0). Labels 
indicate trait of interest, with any additive covariates in parentheses. 
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Table S3. Genes near inversion breakpoint. Annotated genes within 200 kb of the inversion 
breakpoint at 40.94 Mb.  
 
 

Gene Start position 
(bp) 

Gene type Mouse phenotypes (MGI) 

AC163684.1 
 

40928758 lincRNA unknown 

Hspb3-201 40958074 protein coding decreased circulating free fatty 
acids level; increased fasting 
circulating glucose level 

Snx18 
 

40990971 protein coding hyperactivity; preweaning lethality 

AC168056.3 
 

41043419 lincRNA unknown 

AC168056.4 
 

41124903 lincRNA unknown 
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Table S4. Genes within inversion. All annotated protein-coding genes within the inversion. # 
non-synon. mutations = number of non-synonymous mutations fixed between the inversion and 
reference haplotypes within each gene. Conservation scores (PROVEAN) = predicted effect of 
amino acid change from PROVEAN for each coding change. Pigment phenotypes = lab mouse 
(Mus musculus, MGI) phenotypes related to pigmentation, associated with any mutations within 
the gene. Tail-length phenotypes = lab mouse (Mus musculus, MGI) phenotypes related to tail or 
long bone length phenotypes, associated with any mutations within the gene. 
 

Gene Start 
position (bp) 

# non-
synon. 

mutations 
Conservation  

scores (PROVEAN) 
Pigment 

phenotypes 
Tail-length 
phenotypes 

Lrrc14b 97735 0    

Ccdc127 99011 0    

Sdha 111478 0    

Pdcd6 148312 0    

Ahrr 175474 4 

N394Y: -2.61 (deleterious) 
S531P: 0.64 (neutral) 
D552N: -0.65 (neutral) 
G599E: -1.90 (neutral)   

Exoc3 278606 1 K413R: -0.97 (neutral)   

Slc9a3 312950 0    

Cep72 410719 0    

Tppp 473369 0    

Zdhhc11 520628 1 N203S: 0.64 (neutral)   

Brd9 552899 0    

Trip13 578982 0  

abnormal 
coat/hair 
pigmentation 

kinked 
tail;short 
tail;abnormal 
tail 
morphology 

Nkd2 678968 0    

Slc12a7 707452 1 D377E: 0.63 (neutral)   

Slc6a19 825512 0  

abnormal 
coat/hair 
pigmentation  

Slc6a18 852997 2 
I168T: -2.85 (deleterious) 
T233A: -2.73 (deleterious)   

Tert 886003 1 K498R: -1.46 (neutral)   

Clptm1l 919398 0    

Slc6a3 971353 0   

decreased 
length of long 
bones 

Lpcat1 1026840 0    

Mrpl36 1236057 0    

Ndufs6 1239439 0    

Irx4 1303075 0    

8030423J24Rik 3635853 0    
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Adamts16 3681221 0    

Ice1 3878541 3 

S448L: -1.36 (neutral) 
R640L: 1.13 (neutral) 
S1513L: -2.26 (neutral)   

Med10 4659837 0    

Ube2ql1 4742048 0    

Nsun2 4863135 0   

decreased 
length of long 
bones 

Srd5a1 4889482 0    

Papd7 4990329 0    

Adcy2 5537757 0    
1700001L19Ri
k 5913906 0    

Mtrr 5956981 2 
F86L: -0.32 (neutral) 
E203G: -2.28 (neutral)   

Zfp748 6931249 2 
H135Y: -4.68 (deleterious) 
Q71P: -2.61 (deleterious)   

Rslcan18 7059142 0    

Gm28557 7064524 0    

Zfp85 7080045 0    

Zfp273 7080046 0    

Zfp493 7080047 0    

Zfp708 7080062 0    

Zfp712 7098107 0    

Sema5a 7498427 0    

Tas2r119 8037648 6 

I302V: 0.22 (neutral) 
V273I: 0.66 (neutral) 
A78T: 0.13 (neutral) 
S47P: 0.78 (neutral) 
M13T: -0.31 (neutral) 
M12T: -0.15 (neutral)   

Fam173b 8583786 0    

Cct5 8607743 0    

Cmbl 8619911 0   

increased 
caudal 
vertebrae 
number 

Mar6. 8702141 0    

Ropn1l 8750979 0    

Ankrd33b 8837465 0    

Dap 8941921 0    

Ctnnd2 9205936 0    

Dnah5 11653164 2 
I2405V: -0.80 (neutral) 
M1055T: 0.90 (neutral)   

Trio 12088848 0    

Fam105a 12474403 0    

Otulin 12511438 0    
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Ank 12550231 0  
abnormal skin 
pigmentation short femur 

Fbxl7 13244480 0    

Mar11. 13742359 0    

Zfp622 14122070 0    

Retreg1 14144136 0    

Myo10 14309808 0  

abnormal 
coat/hair 
pigmentation;abn
ormal tail 
pigmentation;dec
reased tail 
pigmentation 

kinked 
tail;decreased 
caudal 
vertebrae 
number 

Gm5468 14742936 0    

Basp1 14748147 0    
9230109A22Ri
k 14997151 0    

Cdh18 16439528 1 F430I: -1.87 (neutral)   

Cdh12 18122603 0    

Cdh6 21784408 2 
F7I: 0.35 (neutral) 
R35K: -0.33 (neutral)   

Drosha 22016681 0    
6030458C11Ri
k 22136821 0    

Pdzd2 22229287 1 G1645V: -1.62 (neutral)   

Golph3 22620447 0    

1810049J17Rik 22652345 0    

Mtmr12 22698109 0    

Zfr 22801384 0    

Sub1 22981807 0    

Npr3 23065480 0   

elongated 
vertebral 
body;kinked 
tail;long 
tail;abnormal 
vertebrae 
morphology;ab
normal caudal 
vertebrae 
morphology;in
creased length 
of long bones 

Tars 23556481 0    

Adamts12 23613328 0    

Rxfp3 23903946 0    

Slc45a2 23909990 1 L75F: -0.73 (neutral) 

diluted coat 
color;abnormal 
coat/hair 
pigmentation;abn
ormal pinna hair 
pigmentation;abn
ormal eye 
pigmentation;dec
reased eye   
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pigmentation;irre
gular coat 
pigmentation;abn
ormal skin 
pigmentation;dec
reased skin 
pigmentation 

Amacr 23943772 0    

C1qtnf3 23957243 0    

Rai14 24191052 0    

Ttc23l 24341347 0    

Rad1 24417203 1 K540*: stop codon   

Brix1 24427085 0    

Dnajc21 24447547 0   short tibia 

Agxt2 24497434 0    

Gm21973 24540862 0    

Prlr 24553567 1 S223N: 1.56 (neutral) 

abnormal coat/ 
hair 
morphology;coar
se hair   

Spef2 25081628 3 

A361V: -3.20 (deleterious) 
T886A: 0.05 (neutral) 
I959M: -1.13 (neutral)   

Il7r 25285657 0    

Capsl 25340036 0    

Cdh9 28951493 0    

Lmbrd2 29570901 0    

Skp2 29623093 0    

Nadk2 29653733 0  

abnormal 
coat/hair 
pigmentation  

Ranbp3l 29701386 0    

Slc1a3 29973010 0    

Nipbl 30262300 0   

decreased 
length of long 
bones 

2410089E03Ri
k 30457341 3 

A1833T: -0.54 (neutral) 
A1812V: -0.30 (neutral) 
V144L: 0.93 (neutral)  

abnormal 
vertebrae 
morphology;de
creased length 
of long bones 

Nup155 30580359 0    

Wdr70 30645638 0    

Gdnf 30921641 0    

Egflam 31348844 0    

Lifr 31535011 1 R764K: 0.12 (neutral)  

abnormal long 
bone 
morphology 

Osmr 31882202 0    

Rictor 31947553 0    
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Fyb 32080784 2 
A556T: -0.39 (neutral) 
T555N: -0.19 (neutral)   

C9 32239104 0    

Dab2 32285904 0    

Ptger4 33256282 0    

Ttc33 33279747 0    

Prkaa1 33321611 0    

Rpl37 33385957 0    

Card6 33394923 1 H767P: -3.24 (deleterious)   

C7 33445299 3 

Y392F: -0.76 (neutral) 
G571E: 2.80 (neutral) 
E804A: 0.72 (neutral)   

Mroh2b 33522989 0    

C6 33622704 2 
P844S: 0.13 (neutral) 
L832S: -0.16 (neutral)   

Plcxd3 33784059 0    

Oxct1 34122325 0    

AW549877 34283658 0    

Fbxo4 34301897 0    

Ghr 34596191 0   

abnormal long 
bone 
hypertrophic 
chondrocyte 
zone;abnormal 
long bone 
epiphyseal 
plate 
morphology;de
creased length 
of long bones 

Zfp131 35074673 0    

Nim1k 35119732 0    

Hmgcs1 35179155 0    

Ccl28 35223996 2 
E21G: -1.93 (neutral) 
A16V: -0.62 (neutral)   

Tmem267 35278620 0    
4833420G17Ri
k 35290937 0    

Paip1 35316504 0    

Nnt 35364192 0    

AC154550.1 35364240 0    

Fgf10 35877825 0  

abnormal hair 
shaft 
morphology;abn
ormal hair 
follicle 
morphology;decr
eased hair 
follicle 
number;increase
d hair follicle 
apoptosis;small 
hair follicle bulb   
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B430218F22Ri
k 36286956 0    

Mrps30 36287656 1 G485V: -0.47 (neutral)   

Hcn1 36629720 0    

Gm17509 37410673 0    

Parp8 37591979 0    

Isl1 38300246 0    

Itga1 39484743 0    

AC175538.2 39484786 0    

Pelo 39496241 0    

Itga2 39655386 1 A99T: 1.88 (neutral)   

Mocs2 39757993 1 K34N: -0.37 (neutral) 
abnormal hair 
growth  

Fst 40123123 0    

Ndufs4 40183595 1 T39I: -1.51 (neutral) 

sparse 
hair;premature 
hair loss 

straub tail;tail 
dragging 

Arl15 40432621 0    
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Table S5. Groups used to classify habitat type. Habitat Group = grouping used for analysis, 
after binning categories across age groups. Habitat = habitat names used in the source model. 
Value = numeric code used in the source model. 
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Table S6. Taqman assay probes. Custom Taqman SNP genotyping assays used to genotype 
museum specimens at four SNPs differentiating the inversion. 
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