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Full description of the iterative reconstruction algorithm

The iterative reconstruction algorithm discussed in this paper was first described in [1] and takes the 
following form (see also Fig. 1b, main text):  
As a first step, the complex wave field at the detector is formed from the initial input, consisting of the 
measured amplitude distribution in the hologram plane, , i. e. the square root of the measured 𝐴 = 𝐻
hologram H, and an initial phase distribution φinit, which can be chosen randomly. The resulting complex 
wave field at the detector takes the form . Subsequently, the complex wave field U is 𝑈 = 𝐴𝑒𝑖𝜙𝑖𝑛𝑖𝑡

propagated from the hologram plane to the object plane by Fresnel-Kirchhoff propagation, yielding a 
first estimate of the transmission function of the object (iteration step n = 0), , with amplitude 𝑡 = 𝑎𝑒𝑖𝜑

distribution a and phase distribution ϕ. As a next step, the constraints in the object plane are enforced, 
resulting in a modified transmission function .𝑡′ = 𝑎′𝑒𝑖𝜑′

The constraints applied on the object level require the absorption and phase values of all pixels with 
negative absorption values (i.e. amplitude > 1) to be set to 0. Following that, the new transmission 
function t’ is propagated to the hologram plane, yielding a new complex wave field . The 𝑈′ = 𝐴′𝑒𝑖ϕ′

constraint in the hologram plane is applied, i.e. the calculated amplitude distribution A' is replaced by 
the measured amplitude distribution . The resulting complex wave field  is used as the 𝐴 = 𝐻 𝑈 = 𝐴𝑒𝑖ϕ′

input for the next iteration of the algorithm.



Convergence of the iterative reconstruction algorithm

The convergence of the iterative algorithm can be quantified by calculating the error between 
reconstructions obtained from subsequent iteration steps. For this, the mean squared error can be used:

              (1)𝐸𝐴 =
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where EA is the error between consecutive reconstructed amplitude images, Eφ  is the error between 
consecutive reconstructed phase images, N2 is the number of pixels in the images and an and n are the 𝜑
amplitude and phase reconstructions obtained in the nth iteration step. The summation is carried out 
over all pixels (i,j). Convergence is reached when the errors reach certain threshold values and do not 
decrease further (see Figure S3). In the experimental case, this threshold value is in the range of 10-5 to 
10-6, in the case of simulated objects, the error is below 10-7. Adding noise to simulated images yields 
errors in a similar range as in the experimental case. Since reconstructions of experimentally acquired 
holograms usually converge in less than 50 iterations, and the error, while fluctuating slightly, remains in 
the same range after the threshold value is reached (see Figure S3), we use 100 iterations as a default to 
have a standard for comparison. As shown in Figure S1, the algorithm converges robustly to the same 
result for different initial phase inputs.

For simulated objects, the error between the reconstructed image and the input can be calculated in a 
similar way:
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where ain and in denote the input amplitude and phase distributions and arec and rec denote the 𝜑 𝜑
reconstructed amplitude and phase distributions. The errors obtained between input and reconstruction 
are similar to the errors calculated between subsequent iterations once convergence is reached.



Figure S1: Convergence of the iterative reconstruction algorithm. a Plot of the mean squared error of 
subsequent amplitude reconstructions EA  as defined in equation (1) vs. the number of iterations for an 
experimentally acquired hologram of a hemoglobin molecule. b Plot of the mean squared error of 
subsequent phase reconstructions Eφ  as defined in equation (2) vs. the number of iterations for the 
same hologram as in a.



Figure S2: Relevance of the phase constraint: Robustness of the algorithm regarding different initial 
phase distributions. Iterative reconstruction of a hologram of a disk with amplitude a=0.65 a.u. and 
phase ϕ=-0.5 rad with (b, d, f) and without (a, c, e) the application of the phase constraint described in 
the main text for different initial phase distributions: a uniform distribution of random numbers 
generated by the NumPy function rand() (a, b), a normal distribution of random numbers generated 
by the NumPy function randn() (c, d), and a uniform input distribution consisting of an array of zeros 
(e, f). While the iterative reconstruction with phase constraint retrieves the input independently of the 
initial phase distribution (b, d, f), the result of the reconstruction without phase constraint depends 
strongly on the choice of initial input (a, c, e).                                                                                                        



Figure S3: Relevance of the phase constraint: Robustness of the algorithm regarding high absorption 
values. a, b: Iterative reconstruction of a disk of absorption α=1 a.u. (amplitude a=0.37 a.u.) and phase 
ϕ=-0.5 rad with (b) and without (a) phase constraint. c, d: Iterative reconstruction of a disk of absorption 
α=3 a.u. (amplitude a=0.05 a.u.) and phase ϕ=-0.5 rad with (d) and without (c) phase constraint. The 
reconstruction with phase constraint (b, d) retrieves the input independently of the choice of absorption 
value, the reconstruction without phase constraint deteriorates with increasing absorption (a, c).      
Since especially larger proteins can be expected to have strong absorbing properties,                               
this underlines the importance of constraining the phase along with the amplitude.                                                                   
The holograms used in Figures S1 and S2 have been simulated from a complex-valued transmission 
function using a Fresnel-Kirchhoff propagation-based process as detailed in [2].



Unwrapping phase data

The primary output of the iterative reconstruction algorithm is a phase map projected on the interval    
[-π, π). In cases in which the maximum (minimum) value of the reconstructed phase is π (-π), the phase 
can be considered as wrapped, i.e. the phases are correct relative to one another, but phase shifts larger 
than π are projected back onto the interval [-π, π). In principle, it is possible to try to retrieve the 
absolute phase values by employing phase unwrapping algorithms. However, phase unwrapping of two-
dimensional images is not a straightforward process and many different algorithms have been proposed. 
In Figure S4, we have applied two different phase unwrapping algorithms to experimental LEEH data, 
the one proposed by Herráez et al. in [3] as implemented in the skimage.restoration function 
unwrap_phase and the algorithm outlined by Schofield and Zhu in [4]. As can be seen from comparing 
the results of the unwrapping operations, the unwrapped phase distributions recovered using the 
different algorithms differ both in the retrieved absolute phase values and in their convergence 
properties (see Figure S4). 

In the transferrin example presented in Fig. S4a, the algorithm by Schofield and Zhu produces the 
qualitatively expected unwrapped distribution, converting the areas of negative phase within the 
molecule into areas of high positive phase. For the same hologram, the skimage.restoration 
function does not fully achieve such a result, although the π/-π crossings that appear as a colour change 
from dark red to dark blue in the wrapped phase are resolved in a similar way (green box in Figure S4a). 
In other cases, there are phase features which neither of the algorithms manages to fully resolve, e.g. 
the change from positive to negative phase within the ADH molecule in Figure S4b. 

Comparing the performance of the two algorithms more generally, both on simulated and experimental 
examples, we found that while the algorithm by Schofield and Zhu has better convergence properties, 
the skimage.restoration implementation of the algorithm by Herráez  et al. performs much better 
on simulated data, especially in cases featuring larger phase differences. This comparison shows that it is 
not straightforward to choose a suitable phase unwrapping algorithm since they can yield quantitatively 
different results and may even introduce further artefacts. Given that, we chose to show the direct 
output of our iterative reconstruction scheme in the main text.

The example in Figure S4c shows that in all three cases the phase feature associated with the localised 
charge yields a negative phase shift (all three algorithms also agree quantitatively). This supports the 
conclusion that the change in phase sign observed here is not an artefact of the algorithm, but indeed a 
physical feature originating from the repulsive potential of the negative charge (negative phase shift) 
that is in close proximity to protein, which creates an overall positive phase shift (see also main text and 
Fig. S5).



Figure S4. Comparison of phase unwrapping algorithms. Comparison of the wrapped phase (left), the 
unwrapped phase distribution provided by the skimage.restoration function unwrap_phase 
(centre) and the unwrapped phase distribution provided by an unwrapping algorithm based on the 
suggestion by Schofield and Zhu (right) applied to three different holograms of proteins that are also 
discussed in the main text: transferrin (a), ADH (b) and β-Galactosidase (c). In a, the convergence 
properties of each of the algorithms are also shown. 



Figure S5: Origin of the localised charge in Fig. 5a, b. a Survey hologram of the single-layer graphene 
substrate before the deposition of the molecules. A charged feature is already present in the location 
where the molecule is observed after deposition (red arrow). The dark centre of the feature in the 
hologram indicates that it is negatively charged [5]. b Survey hologram of the graphene substrate after 



deposition, indicating that a has molecule adsorbed at the location in question (red arrow). The inset 
shows the processed hologram from which the reconstructions in Fig. 5a, b are obtained. The 
contribution of the charge is visible in the asymmetry of the hologram pointed out by the arrow. c Phase 
reconstruction of the charge from the hologram shown in a. Inverting the formula given in [5] for 
calculating the phase shift of a charge q, the reconstructed phase shift suggests that the charge present 
here is in the range of 4-5 electron charges, which is a reasonable approach since the reconstructed 
phase values do not exceed π. d Projected potential corresponding to the phase distribution in c as 
calculated by equation (6) in [6]. e Negative gradient of the projected potential in d along the vertical 
and horizontal directions, which can be used as an estimate for the corresponding electric field.
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