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Your Article entitled "Enhancer-promoter interactions and transcription are maintained upon acute loss 
of CTCF, cohesin, WAPL, and YY1" has now been seen by 4 referees, whose comments are attached. 
While they find your work of potential interest, they have all raised serious concerns which in our view 
are sufficiently important that they preclude publication of the work in Nature Genetics, at least in its 
present form. 
 
Overall, the reviewers have substantial concerns about the analysis and interpretation of the micro-C 
and mNET-seq data, about the dynamics of protein degradation, and thus about the strength of the 
novel conclusions that can be drawn at this stage. 
 
Should further experimental and analytical data allow you to fully address these criticisms we would 
be willing to consider an appeal of our decision (unless, of course, something similar has by then been 
accepted at Nature Genetics or appeared elsewhere). This includes submission or publication of a 
portion of this work someplace else. 
 
We hope you understand that until we have read the revised manuscript in its entirety we cannot 
promise that it will be sent back for peer review. 
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Reviewers' Comments: 
 
Reviewer #1: 
Remarks to the Author: 
[A pdf copy of this document is attached with figures] 
 
Hsieh et al. perform micro-C, ChIP-seq, mNET-seq, and live single molecular imaging on cell lines with 
acutely degraded components of genome organization. The effect on 3D folding of depleting CTCF, 
RAD21 and WAPL has been previously studied by Hi-C and DNA imaging, yet the role of YY1 remains 
more mysterious. The primary versus secondary transcriptional consequences of disrupted 3D folding 
have remained challenging to disentangle. Therefore, the presented approaches could potentially shed 
light on the connection between genome organization and transcription. It was greatly appreciated 
that authors made their data available for review. However, at this time there are serious issues with 
cell line generation (WAPL and YY1 specifically), data processing, and interpretation of the micro-C 
and mNET-seq. 
 
 
Concerns regarding micro-C analysis 
 
1.1. Serious concern that peak/cot calling picks up accessible/visible regions rather than reflecting 3D 
folding at enhancers and promoters. Central conclusions of the study build on observing micro-C dots 
that persist after CTCF/RAD21/WAPL/YY1 degradation. However it is not demonstrated that the high 
micro-C signal between enhancers and promoters reflects 3D folding, as opposed to 1D biases, e.g. 
due to the high accessibility of these elements. The fact that E/Ps appear to give strong micro-C signal 
with their entire surrounding, sometimes tens of kbs away (e.g. figure 1f) is surprising. It remains 
unclear to what extent does this pattern reflect the sensitivity of micro-C to the technical accessibility 
of these regions (as opposed to reflected 3D organization) - see below. 
 
1.1.1 Issues with high-resolution dot calling. 
The authors rely on published computational methods for calling TADs and loops/dots. However, these 
methods were not developed for or validated at the resolutions the authors use. For example, the 
highest resolutions considered were 1 kb and 10 kb in the mustache and chromosight publications for 
human data. The dots called here are highly biased for increased coverage relative to the genome-
wide average at high resolutions. The plot below shows genome-wide average coverage at 400-bp 
resolution as a black line, and average coverage under the called dot/loop anchors as a function of 
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map resolution (inferred as end-start) in blue: 
 
[See attached pdf for figures] 
 
Calling dots at very high resolution (< 1 kb) requires an approach that statistically models 1D 
coverage and verification that the dots called do not display a coverage bias. An example of such an 
approach is HiC-DC+ (PMID: 34099725), but even this approach would require extension and 
validation below 1 kb. If obtaining calls without coverage biases at sub-kb resolution is not feasible, 
3D genomic analysis would benefit from being restricted to resolutions >= 2 kb, where dot calls show 
a less pronounced coverage bias, and existing computational tools have been validated. Crucially, if 
dot calls have a coverage bias, they cannot be interpreted as strictly reflecting 3D proximity. 
 
1.1.2 Issues for interpretation related to possible visibility biases of enhancers and promoters. Key 
contributions of the manuscript would not stand if these dots were called due to technical biases 
instead of actual 3D folding: 
 
“Specifically, the strength of E-P and P-P interactions positively correlates with the level of gene 
expression, while cohesin loops show no such correlation” This is expected if the micro-C signal at 
sub-kilobase resolution is sensitive to E-P accessibility. 
 
“Remarkably, acute depletion of CTCF and cohesin had a negligible impact on the E-P and P-P loops, 
with ~80% of E-P contacts (Fig. 3c) and 90% of P-P contacts (Fig. 3d) remaining unaltered.” Due to 
the coverage bias at dots called at higher resolutions, this likely reflects the visibility/accessibility of 
these regions, rather than their physical interaction in 3D. It sounds like the nature of the micro-C 
dots called between E-P (3D contacts vs. accessibility/technical biases) will remain uncertain until 
authors can profile a condition or treatment where the micro-C signal between E-P is affected 
genome-wide while accessibility remains unchanged. 
 
1.1.3 Orthogonal experimental validation. If technically possible, an orthogonal method such as DNA 
FISH (e.g. ORCA?) based assays could be deployed to establish the nature of the E-P interactions 
called at high-resolutions in micro-C and address concerns of point 1. 
 
1.2.1 Mapping & filtering, and genotypes. There appear to be issues with either mapping or cell line 
differences from the reference assembly leading to off-diagonal artifacts. It would be helpful to 
demonstrate that such features do not impact downstream analyses. 
 
[See attached pdf for figures] 
 
1.3 Concern that degron leakiness alters the perceived effect of degrading target proteins. Substantial 
variation exists between untreated (UT) conditions, which is not accounted for in the analysis or 
interpretation. For example, dots readily visible in YY1-UT appear absent in all other UT samples in the 
genomic region displayed in Figure 1. 
 
Differential analyses relative to untagged reference cells, in addition to untreated cells, should be 
reported. 
 
 
Concerns regarding transcription analysis by mNET-seq 
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2.1 Lack of positive control to conclude about the absence of change. Authors make strong and 
thought-provoking claims about the lack of widespread changes detected by their mNET-seq 
approach. This raises the question: can authors detect widespread transcriptional changes with their 
approach? The conclusions as stated require reporting experiments where a greater number of 
changes are detected, as to set the basal expectation. 
 
2.1.1 It is essential that authors establish the time resolution of mNET-seq in their hands. In other 
words how quickly can authors expect to detect pervasive transcription changes? Assaying the 
CTCF/RAD21/WAPL-AID cells at later time points could establish that transcriptional dysregulation can 
eventually be detected in these cells with the mNET-seq approach. Given that CTCF and WAPL 
depleted cells do not have cell cycle defects it may make most sense to assay one or both of these 
lines at later time points (e.g. 6h, 12h or 24h). 
 
2.1.2 It is essential that authors establish expectations after short-term degradation of factors more 
directly involved in transcription. Without this comparison it is difficult to conclude much about the 
small number of differentially transcribed genes after only 3h. YY1 depletion dysregulated ~325 
genes, which is the most compared to CTCF/RAD21/WAPL. It is difficult to estimate what is the upper 
expectation for the number of dysregulated genes after acute depletion of a transcription factor. This 
could easily be achieved using mESCs where transcription factors more directly linked to promoter or 
enhancer activity can be depleted and performing the same mNET-seq experiments after 3hrs (e.g. 
existing OCT4, NANOG or SOX2-degron cells, or using BRD inhibitors). 
 
2.2 Authors must confirm that the dysregulated genes are changing because of CTCF/RAD21/WAPL 
rather than auxin treatment. 
Authors state that “This suggests that while CTCF and cohesin are required for the transcriptional 
maintenance of only a small subset of genes, those genes tend to require the presence of both 
factors.” An alternative explanation is that auxin treatment in Tir-expressing cells affects those genes, 
irrespective of CTCF/RAD21 degradation (as reported by Liu et al. 2021 Nature Genetics PMID 
33318687 by mRNA-seq at later timepoints). For example it is surprising that cyp1b1, a member of 
the cytochrome P450 family, is the highest upregulated gene across conditions. It would be important 
that authors perform mNET-seq in such their Tir1-only expressing cells treated with auxin, or rephrase 
their statements and interpretations o account for this possibility. 
 
2.3 In the absence of internal calibration, is it possible that authors are missing global down- or up-
regulation of transcription (e.g. see Arnold et al. 2020 Mol Cell PMID 34324863 for how internal 
calibration of mNET-seq can alter interpretations)? Please comment on the ability of the current 
protocol to detect global homogeneous changes in the main text, assuming that performing calibrated 
mNET-seq experiments is out of the question. 
 
2.4 The authors do not report the technical reproducibility of their mNET-seq and RNA seq data. 
Please include pairwise correlations between all replicates in all conditions (using either gene body or 
promoter for mNET-seq). 
 
2.5 Please include a suppl. table with the differentially transcribed genes detected in each mutant. 
 
 
Further confirmation that these new AID cells undergo near-complete degradation would be helpful. 
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3.1 Controls for all AID targets. Western blot is unlikely to pick up 5-10% remaining protein. Given 
that authors introduced fluorescent tags together with their degrons it would be helpful to show flow-
cytometry data of untreated and 3h-treated cells together with untagged cells, separately for CTCF, 
RAD21, WAPL (they already present the YY1 data in Ext. Data Fig. 5a). It would also be especially 
helpful if authors could report whether long-term depletion leads to the cellular defects previously 
reported for these factors in mouse ES cells (CTCF: stop in proliferation after 4 days; RAD21: block in 
mitosis and cell death within 2 days ; WAPL: exit from pluripotency after 2-4 days - See Liu et al. 
2020 Nature Genetics PMID 33318687, Nora et al. 2017 Cell PMID 28525758, Kubo et al. 2021 NSMB 
PMID 28525758 etc…). Can authors comment on what happens to YY1-depleted cells, do they survive? 
 
3.2 Controls for WAPL deficiency. Authors assume near-complete depletion of WAPL based on Western 
blot analysis with the HA tag, brought together with the AID. However given the micro-C signal it 
seems unlikely that the Wapl depletion triggered maximum cohesin retention. Extended Data Figure 
3D indicates that the micro-C signal at pre-existing dots remains unchanged after WAPL depletion. It 
looks like Wapl loss is much less complete than other studies in the field, e.g. Haarhuis et al. 2017 
(Cell PMID 28475897) and Wutz et al. (PMID: 29217591) where extended grids of peaks emerge and 
the derivative of contact density shifts strongly rightward. This makes the author’s reports of little 
transcriptional change somewhat inconclusive, as it may simply be due to technical issues of their cell 
line generation. It would be helpful if authors could characterize the effect of their WAPL degradation: 
How much more cohesin is there on chromatin after 3hr of WAPL depletion in these cells? It would be 
informative if authors could perform calibrated ChIP-seq for core cohesin subunits after 3hrs of WAPL 
degradation (compared to either untreated and the WAPL untagged cells with all the other tags also 
present in the WAPL-AID line [CTCF-halo, RAD21-SNAP]). Alternatively authors could perform careful 
quantifications of chromatin-bound core cohesin subunits by western-blot, but this might be difficult as 
one would only expect a maximum 2-fold increase of cohesin, given that around 50% of cohesin is 
already bound before WAPL depletion. The authors should also update their reported conclusions in 
light of the potential technical confounders. 
 
3.3 Issues with YY1 degradation. 
The majority of YY1 peaks were diminished, but only ~50% of peaks (n = 15075) were called 
significantly changed by differential peak analysis. Does that mean the depletion is not complete? How 
do we interpret the seemingly complete depletion base of Western and flow cytometry then - are 
these assays not sensitive enough? Or is it because the YY1 ChIP-seq was not calibrated? Could it be 
because authors use the miniIAA7 tag with osTir1, instead of atAFB2 as recommended by citation 64, 
Li et al. Nat Methods PMID 31451765? 
 
Conflating time elapsed with primary versus secondary effects on transcription. Author conclusions 
assume that the larger transcriptional consequences reported by others in similar cell lines likely 
reflects secondary consequences from a small subset of affected genes. While this could very well be 
true, it is also possible that direct primary transcriptional consequences of RAD21/CTCF/WAPL/YY1 
depletion are slow-manifesting. Some evidence suggest that some of the slow-manifesting 
transcriptional picked up by previous studies could be consequences of direct cis-regulatory impacts: 
for example, over 80% of the genes down-regulated at mRNA level after one day of CTCF degradation 
by Nora et al. 2017 Cell PMID 28525758 had CTCF binding in their promoter. While it is challenging to 
disentangle slow primary defects from rapid secondary ones with the approaches used by the authors, 
the possibility that some primary consequences may be slow-manifesting should be discussed off the 
bat in the text, as it is an obvious expectation, rather than brought up only in the discussion under a 
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“time-buffering” model. 
 
5. Please include annotated .gb files for all targeting constructs mentioned in Table S1, rather than 
stating “sequence available upon request”. Please either make the vectors available on addgene or by 
simply add annotated .gb sequence files as supplementary data. 
 
 
Minor points: 
 
Captions are not always complete. e.g. it is not clear what microC data are plotted in Fig. 1: untreated 
YY1? something else? 
 
Authors mention identifying 75,000 dots in the text but the 4-category breakdown in figure 1a-b only 
adds up to 42,000 (assuming the random and promoter-random categories are shuffled controls?). 
Please clarify and include the missing “other” category in the figure caption. 
 
A heatmap showing correlations between micro-C replicates, or a table or pairwise correlations, should 
be added to the supplement. 
 
It would be helpful if authors could refrain from using interchangeably “dots” and “loops”. “Dots” 
seems the most accurate description of the peak-calling result, without making assumptions about the 
underlying conformation which can only be resolved through modeling or imaging. 
 
Is there anything special about the genes immediately dysregulated after CTCF degradation? E.g. they 
have CTCF binding in their promoter? Are they sitting next to any relevant micro-C feature (stripe, 
dot, boundary…)? It would be helpful if authors confirmed their data showed these aspects of previous 
studies, or discuss why it might not. 
 
“These studies have shown that while CTCF and cohesin play only a minor role in 
compartmentalization” While this is true for CTCF depletion, it was reported by many group that 
cohesin antagonizes compartmentalization, so that compartmentalization patterns are greatly affected 
in RAD21, NIPBL or WAPL depletion (e.g. Rao et al. 2017, Schwarzer et al. 2017, Haarhuis et al. 
2017). Authors may want to reword to reflect this. 
 
The following sentence makes it sound like measuring 3D interactions between E-P by micro-C at sub-
kilobase resolution in mammalian genomes is already established. “We recently reported that Micro-C 
can effectively resolve ultra-fine 3D genome folding at nucleosome resolution, including E-P and P-P 
interactions, thus overcoming this limitation, 24–27.” Ref 27 (Hansen et al. 2017) is cited to support 
that micro-C can effectively detect E-P and P-P interactions at nucleosome resolution. The sequencing 
depth in that study did not allow for nucleosome resolution. Indeed Hansen et al. 2017 reported 
around 14,000 loops vs 75,000 here. Similarly Ref. 24-25 are previous publications from the present 
author this time in S. cerevisiae, where there was no mention of E-P or P-P dots at nucleosome 
resolution. Please remove these citations here or rephrase the sentence to distinguish technology 
development (micro-C) from biological interpretation (E-P interactions). 
 
“We note that Micro- C has much higher sensitivity for detecting E-P and P-P contacts compared to Hi-
C, establishing Micro-C as a more suitable assay to study genome organization relevant to 
transcription regulation genome-wide in an unbiased manner.” It is not fair for authors to state micro-
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C is unbiased, it simply has milder biases than Hi-C, so this should be reworded. 
 
“Newly transcribed RNAs generally have a higher correlation with E-P contacts than with 
compartments and TADs (Extended Data Fig. 1f)” what does correlation with TADs mean? Which score 
is used? Strength of insulation? Averaged over the two boundaries? Please clarify. 
 
In paragraph “Acute depletion of CTCF, cohesin, and WAPL perturbs structural loops,” please include a 
sentence in the main text explaining that these experiments were done without internal spike-in 
calibration, so authors cannot conclude about possible differences in overall binding (it is likely that 
the loss of CTCF/RAD21 signal is under-estimated without calibration). Without calibration, authors 
should tamper the statement “While cohesin peaks are generally lost upon CTCF degradation, CTCF 
binding is unaffected by altering the level of cohesin on chromosomes” - it is possible that CTCF levels 
are overall higher or lower. “RAD21 or WAPL depletion caused only a 10 to 20% reduction in CTCF 
peaks” - please clarify “number of peaks” (current sentence could be interpreted as referring to signal 
intensity). Maybe worth rephrasing to also account for that in ref. 11 (Rao et al. Cell 2017) the CTCF 
ChIP-seq after RAD21 depletion was not calibrated either. 
 
“Nevertheless, upon rapid induction (1 hour) of erythroid differentiation, YY1 triggers little or no 
change in H3K27ac and H3K27ac-anchored HiChIP interactions” - phrasing is confusing. Maybe 
authors could instead write that “YY1 redistribution triggers little or no change…”, as this was not an 
inducible-degradation approach. 
 
YY1 was suggested to play a more prominent role in differentiated cells compared to mouse ES cells. 
It would be fair to acknowledge this when citing ref. 61. Beagan et al. Genome Research PMID 
28536180. 
 
Please rephrase the following sentence to reflect that the authors only investigated the situation after 
3hrs. “In summary, we find that, while CTCF, cohesin, and WAPL may regulate some gene expression, 
their acute depletion affects the transcription of only a handful of genes in mESCs, which largely 
encode pluripotency and differentiation factors.” 
 
Tir1 transgenes are missing in cartoons of Extended Fig. 2 for all the cell lines. 
 
 
 
Reviewer #2: 
Remarks to the Author: 
In their manuscript, Enhancer-promoter interactions and transcription are maintained upon acute loss 
of CTCF, cohesin, WAPL, and YY1, Hsieh et al. explore the role of architectural proteins on E-P 
interactions and gene expression by a combination of micro-C and nascent transcriptomics in mESCs. 
Their findings are as follows: 
1- Using micro-C in combination with a new loop caller, Mustache, they identify many new looping 
interactions between enhancer and promoters. 
2- Acute (3hr) loss of CTCF, Rad21, WAPL, and YY1 does not perturb the frequency, location, or 
strength of most newly identified E-P interactions. 
3- Acute (3hr) loss of CTCF, Rad21, WAPL, and YY1 does not affect global gene expression. 
4- Cohesin loss alters YY1 binding dynamics. 
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The authors propose a time-buffering model, which I quite like and do think that it reconciles their and 
others’ largely negative results related to acute loss of architectural proteins and gene regulation. 
However, I do have some concerns outlined below: 
 
The main criticism of this paper pertains to the validity of the newly identified loops, which is the basis 
of their largely negative results and major conclusions. The authors utilize a new genome-wide, 3C-
based method known as Micro-C along with a very new loop caller they recently developed (Mustache) 
and claim to identify new looping interactions not previously identified by Hi-C. Surprisingly, the loop 
caller alone adds a significant amount of new loops even from the authors’ previous Micro-C analyses. 
While this makes sense in theory given the higher resolution MNase digestion would generate over 
convention, some of the features associated with these new loops does raise a few red flags. 
 
That is, the authors find that these new loops correlate with transcription, frequently traverse TAD 
boundaries, and are robust to acute depletion of CTCF, cohesin, WAPL, and YY1. While these 
interactions may indeed be a novel and important discovery, the authors’ conclusions are almost 
entirely based on these negative results. Importantly, they do not completely rule out the possibility 
that these new interactions are instead an artifact of the approach. For instance, transcriptional sites 
would of course also be associated with more open chromatin and higher MNase accessibility in 
general. It was not clear from the methods how the authors normalize their data to MNase digestion 
biases similar to how typical Hi-C data is normalized to the density and location of site-specific 
restriction digestion. It would also be good to know if frequent exceptions to this correlation exist 
wherein Micro-C is detecting new loops not associated with high levels of open chromatin or 
transcription. If so, do these also share the same features as mentioned above. Are the new loops 
dependent on transcription as could be determined via polII inhibition or mutational analysis? Surely, 
these resources are available for mESCs? 
But most concerning is that they find that many (29-30%) of these loops traverse a TAD boundary. 
While it is true that boundaries have been found to be variable and TAD insulation is not strict, it is 
hard to imagine that stable or frequent E-P interactions traversing a boundary would represent a 
functional interaction. So far, a large body of literature point to the fact that cognate promoters and 
enhancers tend to be within the same TAD. For instance, this reviewer is not aware of any 
developmental gene whose functionally validated enhancer has been mapped outside of the same TAD 
and if so this is an extremely rare event. And recent estimates from eQTL studies suggest that >95% 
of variants are also located within the same TAD as the associated gene (Delaneau et al., 2019). 
Similar conclusions have been made from perturbation studies in mESCs (Sun et al., 2019). How do 
the authors reconcile their results with these findings? 
 
Lastly, many studies have shown, from sequencing and imaging-based methods, that loss of cohesin 
or WAPL changes chromatin compaction both within and between TADs. Even indirectly, this would be 
expected to alter promoter-enhancer proximity. And yet, the authors show no change in number or 
strength of their newly identified interactions in the absence of several architectural proteins. 
Given the above, it seems extremely important that the authors validate their new looping interactions 
through orthogonal methodology such as 3C, Capture-C, or 5C that each would result in comparable 
resolutions to that of Micro-C. In addition, if the authors were to bin their data to artificially reduce 
their resolution to that comparable to Hi-C, would these interactions disappear upon reanalysis? At the 
very least, this would show that they are dependent on the unprecedented high resolution achieved by 
Micro-C. 
 
Other comments: 
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1. It has recently become apparent that AID tagged versions of proteins, including Rad21, can be 
‘leaky’ and show reduced activity or levels compared to their wildtype versions. How does the 
expression profile of their tagged cell lines compare to that of parental mESCs? Is it possible the small 
changes upon auxin treatment are due to an already perturbed system prior to treatment? 
2. The conclusion that cohesin might act to recruit transcription factors in general based solely on YY1 
behavior seems like a bit of a leap. The authors might want to tone down this conclusion. 
 
 
 
Reviewer #3: 
Remarks to the Author: 
CTCF, cohesin complex, and YY1 have been proposed to be key players shaping the chromatin 
architecture in mammalian cells, with CTCF and the cohesin complex involved in mediating long-range 
chromatin loops between convergent CTCF binding sites through a loop extrusion process, while YY1 
shown to mediate enhancer-promoter contacts by virtual of its DNA binding to both classes of 
elements and its dimerization potential. Additionally, cohesin has also been suggested to mediate 
enhancer-promoter interactions due to its association with mediator complex and loading by Nipbl 
protein, which binds to both promoters and enhancers. While abundant literature supports a role for 
CTCF and cohesin in chromatin organization especially in defining topologically associating domains 
(TADs) and long-distance chromatin loops, their function in chromatin contacts between enhancers 
and promoters is less clear and has been the subject of intense debate in recent years. Also under 
intense debate is whether chromatin interactions between enhancers and promoters actively 
contribute to enhancer dependent gene activation. Recent studies using auxin inducible degrons to 
acutely deplete CTCF or cohesin subunits showed that CTCF and cohesin are dispensable for 
transcription of most genes in a variety of cell systems tested. By contrast, acute depletion of YY1 has 
been shown to lead to dramatic changes in gene expression in mouse ES cells. These previous studies 
raised questions about what exactly is the role that CTCF and cohesin play in enhancer-promoter 
communication and gene activation, and whether different proteins (such as YY1) are involved 
enhancer-promoter contacts and enhancer dependent transcription from target genes. 
 
The manuscript by Hsieh et al. attempts to address these two questions and to provide clarity on the 
role of CTCF, cohesin and YY1 in enhancer-promoter contacts and the role of enhancer-promoter loops 
in gene activation. Like previous studies, the authors used the auxin inducible degron system to 
deplete CTCF, Rad21 subunit of cohesin, cohesin unloader protein WAPL and YY1 protein, in a mouse 
embryonic stem cell line. But in contrast to the previous work, the experimental design in the current 
report involved a shorter protein depletion time (3 hours vs. 24hr or longer), which could avoid the 
secondary effects during long-term protein depletion. Additionally, the authors used Micro-C, a variant 
of Hi-C technique, to achieve higher resolution (a few hundred base pairs versus 5- or 10-kb 
resolution) and sensitivity of loop detection especially between enhancers and promoters. 
Furthermore, the authors employed mNET-seq to measure changes in nascent transcript levels 
genome-wide after protein depletion. Their main findings are: (1) depletion of these proteins did not 
cause significant changes in enhancer-promoter interactions, even for YY1; and (2) depletion of these 
proteins resulted in minimal changes in gene expression. The authors also used live cell single particle 
imaging techniques to study the dynamics of YY1 binding to chromatin upon depletion of cohesin, and 
found an unexpected but modest role for cohesin to retain YY1 on chromatin. Based on these 
observations, the author concluded that “neither transcriptional condensates, CTCF, cohesin, WAPL, 
nor YY1 are generally required for the short-term maintenance of E-P interactions and the subsequent 
expression of most genes after acute depletion and loss of function” (Line 494). To reconcile with 
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previous genetic evidence implicating CTCF and cohesin’s role in regulating promoter-enhancer 
interactions and transcription at some genes, the authors further proposed a “time-buffering model”, 
“where architectural proteins generally contribute to the establishment, but not the short-term 
maintenance, of E-P interactions and gene expression” (Line 548). 
 
General assessment: 
 
Overall, the current work reports several very interesting observations related to the role of CTCF, 
cohesin and YY1 in enhancer promoter interactions and transcription, with some in direct contradiction 
with previous studies, and others confirmatory. An important contribution of this work lies in the use 
of a well-controlled experimental system and high precision technical approaches. The genetically 
engineered cell lines to enable acute depletion of CTCF, YY1, and cohesin complex in cells are valuable 
tools to the field. The micro-C and mNET-seq datasets along with other genomic datasets in this 
experimental model system also provide a valuable resource for the community to investigate the role 
of these proteins in chromatin organization and gene regulation. Surprisingly, the authors found that 
cohesin depletion did not disrupt enhancer-promoter contacts in general, and that YY1 loss had no 
significant impact on both enhancer promoter contacts and gene expression, which is in direct 
contradiction to Weintraub et al. (Cell 2017, ref #62). These new results are interesting and certainly 
raise new questions. 
 
On the other hand, the experimental evidence provided in the current work does not fully support the 
sweeping conclusion that CTCF and cohesin play no role in the maintenance of enhancer promoter 
interactions (as the title implies), nor the statement about transcriptional condensates (see specific 
comments below for details). Further, some of the findings described in the current work are not new. 
For example, the observations that CTCF was largely dispensable for enhancer-promoter interactions 
and general transcription are consistent with previous studies (for example, Nora et al. Cell 2017; 
Kubo et al. NSMB 2021, which the authors cited as ref #10 and #37, respectively). The observation 
that cohesin loss resulted in minimal changes in gene expression was also reported before (for 
example, Rao et al. Cell 2017, ref #11 in the manuscript). Therefore, the degree by which this work 
advances our understanding of the maintenance of enhancer-promoter interactions and their function 
is currently unclear. 
 
 
Main comments: 
 
1. The experimental evidence presented does not fully support the authors’ assertion that enhancer-
promoter (E-P) interactions are unaffected after depletion of CTCF or cohesin. A closer inspection of 
Figure 3C suggests that E-P interactions were generally weakened after depletion of Rad21 and to a 
lesser degree CTCF - the center of the data cloud representing E-P interactions is below the diagonal 
line, and this trend is not obvious for P-P interactions. Therefore, one could say that there is a general 
and weak effect for cohesin loss on E-P interactions, consistent with residual levels of cohesin retained 
on chromatin after short term depletion. 
 
2. Similarly, the assessment of YY1’s effect on chromatin interactions was also problematic. The 
authors in Figure 4i examined changes of chromatin interactions on cohesin mediated loops (strong 
loops), and found little change. But what about E-P interactions? It would be important for the authors 
to provide a similar plot for the YY1 depleted cells as in Figure 4C for CTCF and cohesin depletion. The 
authors did report ~800 loops changed after YY1 depletion (Line 320), but Figure 4e indicated only 
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436 as “down” loops. So it is unclear how the authors reached the conclusion that loss of YY1 did not 
affect chromatin interactions between promoters and enhancers, especially when only 50% of YY1 
binding sites showed significantly reduced binding after YY1 depletion (Line 308). 
 
3. A major feature of the experimental design is the short duration of protein depletion (3 hours). This 
is also a potential weakness, as it is apparent that 3-hour IAA treatment did not fully deplete the 
proteins. Residual ChIP-seq signal for CTCF and cohesin were readily detectable on chromatin at CTCF 
peaks (Ext Fig 2f) and E-P & P-P loop anchors (Ext Fig 4e). Same can be said for YY1 (Figure 4b, Ext 
Fig 5C). It is therefore hard to rule out the possibility that residual proteins bound to chromatin might 
contribute to maintenance of chromatin interactions in the short-term depletion. 
 
4. The authors concluded that “transcriptional condensates” are not generally required for “short-term 
maintenance of E-P interactions” (Line 493), by drawing on previous literature (Ref #57, 58 and 88), 
without providing any new evidence in the current work. This statement therefore needs to be revised 
to better reflect this fact. 
 
5. It is interesting that cohesin loss results in reduced population of immobile and presumably 
chromatin bound YY1, but this evidence alone is insufficient to lead to the model that cohesin 
facilitates target search by transcription factors. 
 
 
Minor comments: 
 
1. With multiple loop callers, authors show that micro-C can identify more fine range E-P and P-P 
interactions compared to Hi-C. What percent of the E-P, P-P loops called by previous Hi-C data are 
also detected by Micro-C and vice versa? What is the overlap? What about with HiChIP /Plac-Seq data? 
This analysis is important to allow the readers to assess the specificity and sensitivity of the data. 
 
2. Titles for the scatterplots missing (e.g., Ext Fig 4c) 
 
3. Extended Fig 4d. A subset of downregulated loop anchors in WAPL depletion cells seem to show 
more bias towards enhancer and promoter regions. Do these regions show any differences in Rad21 
binding? 
 
4. Upon depletion of YY1 itself, there is a modest decrease of Rad21 binding. Which Rad21-bound 
regions show reduction upon YY1 depletion, what are their characteristics? Do they correspond to loop 
anchors, or show any change in loop strength? 
 
 
 
Reviewer #4: 
Remarks to the Author: 
In this paper, Hsieh et al. leverage high resolution Micro-C and nascent RNA (mNET-seq) data to 
understand the roles played by CTCF, cohensin, and YY1 in the maintenance of enhancer-promoter 
interactions. The authors use mESC cell lines in which CTCF, WAPL, cohesin, and YY1 are tagged for 
rapid (3h) degradation. The authors argue that the marginal effect of CTCF and cohesin on overall 
gene expression level, as observed previously in the literature, is explained by cis-regulatory loops 
between enhancers and promoters being relatively insensitive to the depletion of these architectural 
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proteins. The authors then show through similar experiments that the depletion of YY1, previously 
suggested as an important factor for enhancer-promoter loops, also had only marginal effects on 
enhancer-promoter loops and transcription. Finally, using a combination of confocal microscopy and 
single molecule imaging, the authors characterize the dynamics of YY1 binding to chromatin and show 
that the depletion of RAD21, but not CTCF significantly reduces YY1-chromatin binding by increasing 
its searching time. This paper examines an important aspect of the relationship between chromatin 
folding and transcription. It is a well written paper; experiments are well justified and expertly 
executed. The results are timely. However, while the data is comprehensive and solid, I do have some 
major concerns about data analysis and interpretation that need to be addressed prior to publication. 
 
Major comments: 
 
(1)* The authors argue that 80-90% of loop interactions between enhancers and promoters (or 
promoters and promoters) are ‘unaltered’ by depletion of cohesin or CTCF. I am not convinced that 
the author’s data supports this conclusion. Setting aside the ~20% of enhancer-promoter interactions 
that the author’s analysis turns up as significantly reduced, there does appear to be a small reduction 
in contact frequency more broadly. Carefully examining the scatterplots in Fig. 3C shows that the bulk 
of enhancer promoter contacts are comfortably below the 0, 1 line, indicating lower contact frequency 
in AID than control cells. If this shift is not indeed explained by normalization issues (see points 
below), I think the paper would improve if the authors provided a more nuanced presentation of these 
results, acknowledging the shift that is clearly present in their data. 
 
(2)* All of the Micro-C analysis in this manuscript compares contact frequency between different 
conditions with very large, global differences in contact frequency. As with any other sequencing 
assay, contacts that are lost from (say) CTCF-CTCF loop anchors or TADs upon CTCF or Rad21 
depletion will be redistributed to other loci. In 1D data (e.g., mNET-seq/ ChIP-seq/ etc.), spike-in 
controls can be used to normalize between different samples in absolute terms, allowing the discovery 
of truly global changes. While I recognize there is no easy analog of a spike-in for a Micro-C 
experiment, I would like the authors to discuss the importance of normalization, and the ways in 
which normalization issues could impact the author’s interpretations. 
 
(3)* MNase, depending on the digestion conditions, does not cut uniformly across the entire genome, 
but rather it has specific biases for accessible regions. Any change in the distribution of MNase cut 
frequency near promoter/ enhancer regions between wild-type and CTCF, YY1, or Rad21 depletion 
could alter the contact frequency observed in contact maps. The authors should evaluate whether 
there are differences in MNase cutting efficiency between different conditions by examining the 1D 
signal in their Micro-C libraries. 
 
(4)* It generally is not clear whether the authors measure transcription after removing the pause 
peak, focusing on expression in the gene body (which most directly correlates with mRNA), or whether 
paused Pol II is included. As the different stages of transcription initiation and pause might have 
different relationships with contact frequency, it is crucial to distinguish clearly between them in their 
presentation. 
 
(5)* Data showing that RAD21 serves as a “platform” for YY1, or possibly other transcription factors, 
is extremely weak. I am convinced by the data showing that it increases search times (although I will 
defer to an expert on the rigour of the microscopy experiments). How do the authors feel about an 
alternative model in which the act of loop extrusion acts to stir the nucleoplasm, resulting in higher 
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diffusion and faster search times? There are likely other indirect explanations as well, and I would 
encourage the authors to consider these mechanisms before jumping right to IDR-IDR interactions. 
Related to this point - unless the authors can directly show that protein-protein interactions are 
necessary for the effect of RAD21 depletion on YY1 search time, I would encourage them to drop the 
use of the word “platform” and other terms that imply a direct interaction. 
 
Minor comments: 
 
* In figure 1d, the axes should be better described. Additionally, in P-P contacts, clarify whether the 
data points represent an average of the two promoters. 
* Throughout the manuscript, add axes description to the APA heatmaps explaining, for example, 
which of the rows\columns represent promoters\enhancers. 
* Please add transcriptional orientation (i.e. what is the direction of the transcription unit) to the APA 
heatmaps. 
* A clearer explanation on how anchors were chosen and defined as promoters and enhancers would 
also help readers interpret the data. What dataset was used to define TSSs or whether it was 
accomplished by the MNase data should be clarified. 
* Please use the acronym polyadenylation cleavage site (PAS), rather than TES, in figure 1C. I assume 
TES stands for transcription end site, but presumably the point used is the end of a gene annotation. 
Transcription continues past the end of the PAS, as is clearly shown in the authors' plots. 
* Some interesting differences are shown between P-P and E-P pairs (Fig. 1D and 3H) but are ignored 
in the text. Are these associated with the different levels in initiation and pausing? 
* Figure 3b shows that loops from up/ down/ unchanged groups are enriched in functional elements 
involved in transcriptional regulation. Taken along with the pattern shown in 3a, this further suggest 
that the effect of CTCF and RAD21 depletions on cis-regulatory elements looping is underestimated by 
the authors. 
 
Although we cannot publish your paper, it may be appropriate for another journal in the Nature 
Portfolio. If you wish to explore the journals and transfer your manuscript please use [redacted] 
manuscript transfer portal</a>. If you transfer to Nature journals or the Communications journals, 
you will not have to re-supply manuscript metadata and files. This link can only be used once and 
remains active until used. 
 
All Nature Portfolio journals are editorially independent, and the decision on your manuscript will be 
taken by their editors. For more information, please see our <a 
href="http://www.nature.com/authors/author_resources/transfer_manuscripts.html?WT.mc_id=EMI_
NPG_1511_AUTHORTRANSF&WT.ec_id=AUTHOR">manuscript transfer FAQ</a> page. 
 
Note that any decision to opt in to In Review at the original journal is not sent to the receiving journal 
on transfer. You can opt in to <i><a href="https://www.nature.com/nature-research/for-authors/in-
review">In Review</a></i> at receiving journals that support this service by choosing to modify your 
manuscript on transfer. In Review is available for primary research manuscript types only. 
 
 

Author Rebuttal to Initial comments   
 



Reviewer #1: 
 
Hsieh et al. perform micro-C, ChIP-seq, mNET-seq, and live single molecular imaging on cell lines with acutely 
degraded components of genome organization. The effect on 3D folding of depleting CTCF, RAD21 and WAPL 
has been previously studied by Hi-C and DNA imaging, yet the role of YY1 remains more mysterious. The 
primary versus secondary transcriptional consequences of disrupted 3D folding have remained challenging to 
disentangle. Therefore, the presented approaches could potentially shed light on the connection between genome 
organization and transcription. It was greatly appreciated that authors made their data available for review. 
However, at this time there are serious issues with cell line generation (WAPL and YY1 specifically), data 
processing, and interpretation of the micro-C and mNET-seq. 
 
Concerns regarding micro-C analysis 
 
1.1. Serious concern that peak/cot calling picks up accessible/visible regions rather than reflecting 3D folding 
at enhancers and promoters. Central conclusions of the study build on observing micro-C dots that persist after 
CTCF/RAD21/WAPL/YY1 degradation. However it is not demonstrated that the high micro-C signal between 
enhancers and promoters reflects 3D folding, as opposed to 1D biases, e.g. due to the high accessibility of these 
elements. The fact that E/Ps appear to give strong micro-C signal with their entire surrounding, sometimes tens 
of kbs away (e.g. figure 1f) is surprising. It remains unclear to what extent does this pattern reflect the sensitivity 
of micro-C to the technical accessibility of these regions (as opposed to reflected 3D organization) - see below. 
 
Previously, we and others have independently demonstrated that Micro-C contacts are not biased 
toward highly accessible chromatin regions (Hsieh et al., 2020; Hua et al., 2021; Krietenstein et al., 
2020). Notably, a recent Micro-C-based technique, Micro-Capture-C (MCC), that focuses on the 
interactions around promoter regions also did not find substantial bias toward DNaseI hypersensitive 
sites (Hua et al., 2021: Extended data Fig. 2). To further support this point, we provide key results 
below demonstrating that Micro-C data is not affected by chromatin accessibility levels. The E-P 
interactions captured by Micro-C thus represent bona fide proximal chromatin contacts. 
 

1. When we analyzed Micro-C reads as single-end data (e.g., ChIP-seq, MNase-seq), we do not 
observe any apparent correlation with chromatin accessibility. In Fig. 1 (left panel), we show 
that neither balanced (KR/ICE) nor coverage-normalized Micro-C data shows any correlation 
with ATAC-seq signal (r2 << 0.1). Even the raw Micro-C reads have nearly no correlation with 
ATAC-seq signals (r2 = 0.15). We note that all the Micro-C data in this manuscript were 
normalized either by matrix balancing or by coverage. Moreover, regions with low ATAC-seq 
signal (low accessibility) have slightly higher Micro-C signal than regions with high ATAC-seq 
signal (Fig. 1, right panel), arguing against Micro-C simply reflecting chromatin accessibility.  
 
Fig. 1 

 
 

2. To further demonstrate that Micro-C is not biased toward capturing highly accessible regions 
such as promoters, we performed a genome-wide pile-up analysis of Micro-C at base-pair 
resolution surrounding active promoter regions (Fig. 2). Coverage-normalized Micro-C shows 
nearly no bias toward the +1/-1 nucleosome region (more accessible) compared to the signal 
within the gene body (less accessible). 
 
Fig. 2 



 
 

3. In addition, genome-wide P(s) analysis shows no evidence of significant differences in contact 
probability for different types of chromatin regions, including accessible promoters and 
enhancers, Polycomb-bound and heterochromatic domains, within a 500-kb range (Fig. 3). 
 
Fig. 3 

 
 

4. As we showed in our previous work (Hsieh et al., 2020), very deeply sequenced Hi-C data 
(Bonev et al., 2017: ~3.3B reads) can recapitulate some high-resolution E-P loops detected 
by Micro-C (Fig. 4). Although these dots in Hi-C are much fuzzier and their precise locations 
are often indiscernible, the example below clearly indicates that these dots appear in both 
Micro-C and Hi-C data. It is widely accepted in the 3D genome field that Hi-C has negligible 
bias toward highly accessible chromatin, thus the contact enrichment around high-resolution 
E-P interactions shared between two methods cannot be artifacts that are only present in 
Micro-C data. Furthermore, the example below shows that Micro-C can resolve what appears 
as a large blurry dot in Hi-C into multiple finer-scale dots and pinpoint the precise locations of 
the interactions (Fig. 4, zoomed-in box). Micro-C is thus a superior method to Hi-C in 
identifying fine-scale interactions. 
 
Fig. 4 

 
 

Together, our results and those of others strongly support that Micro-C does not exhibit any systematic 
bias toward highly accessible chromatin regions compared to other regions. From here on, we will 
refer back to these initial points every time a reviewer’s concern assumes a Micro-C accessibility bias. 



 
1.1.1 Issues with high-resolution dot calling. 
The authors rely on published computational methods for calling TADs and loops/dots. However, these methods 
were not developed for or validated at the resolutions the authors use. For example, the highest resolutions 
considered were 1 kb and 10 kb in the mustache and chromosight publications for human data. The dots called 
here are highly biased for increased coverage relative to the genome-wide average at high resolutions. The plot 
below shows genome-wide average coverage at 400-bp resolution as a black line, and average coverage under 
the called dot/loop anchors as a function of map resolution (inferred as end-start) in blue: 
 

 
 
Calling dots at very high resolution (< 1 kb) requires an approach that statistically models 1D coverage and 
verification that the dots called do not display a coverage bias. An example of such an approach is HiC-DC+ 
(PMID: 34099725), but even this approach would require extension and validation below 1 kb. If obtaining calls 
without coverage biases at sub-kb resolution is not feasible, 3D genomic analysis would benefit from being 
restricted to resolutions >= 2 kb, where dot calls show a less pronounced coverage bias, and existing 
computational tools have been validated. Crucially, if dot calls have a coverage bias, they cannot be interpreted 
as strictly reflecting 3D proximity. 
 
Before using Mustache and Chromosight to call dots at high resolutions, we were well aware of this 
potential caveat. However, in our communications with the authors of Mustache (Dr. Ferhat Ay) and 
Chromosight (Dr. Romain Koszul), they do not see any problem with using their algorithms to identify 
high-resolution dots in Micro-C data. They emphasized that the maximal spatial resolution for dot 
calling largely depends on the sequencing depth. There should be no theoretical limitation to applying 
the algorithms to identify dots with our deepest sequenced Micro-C dataset. Dr. Ay did not apply 
Mustache to data with < 1-kb resolution simply because such data was not available in the 4DN 
database at that time. The Koszul group actually applied Chromosight to ChIA-PET data at 500-bp 
resolution (Matthey-Doret et al., 2020: Fig. 3), and Chromosight has been routinely applied to yeast 
Micro-C data using 200- or 400-bp resolution. Importantly, Micro-C matrices are balanced using 
KR/ICE before loop detection. Thus, the potential coverage biases are largely corrected (as shown in 
Fig. 1-3 above). To test whether loop calling is affected by coverage in our data, we analyzed 1D 
coverage vs. the number of significant loops per locus. Fig. 5 below shows a similar trend across all 
resolutions, suggesting that 1D coverage does not explicitly affect dot calling in the high-resolution 
data.  
 
Fig. 5 

 



 
If the reviewer is still concerned, we are happy to use the loop calling results from data at >= 1-kb 
resolution in the main text. Preliminary tests with this approach show no change in our results and 
conclusions. We also note that, except for the de novo loop calling in Fig. 1 and Fig. 3a, all other E-P 
quantifications presented throughout the manuscript were performed with data at 2- or 4-kb resolution. 
The latest Micro-C and Hi-C benchmark study by the Dekker lab recommends using Micro-C for loop 
detection (e.g., cis-regulatory elements interactions) due to its supreme sensitivity (Oksuz et al., 
2021). 
 
1.1.2 Issues for interpretation related to possible visibility biases of enhancers and promoters. Key contributions 
of the manuscript would not stand if these dots were called due to technical biases instead of actual 3D folding: 
 
“Specifically, the strength of E-P and P-P interactions positively correlates with the level of gene expression, 
while cohesin loops show no such correlation” This is expected if the micro-C signal at sub-kilobase resolution 
is sensitive to E-P accessibility. 
 
“Remarkably, acute depletion of CTCF and cohesin had a negligible impact on the E-P and P-P loops, with 
~80% of E-P contacts (Fig. 3c) and 90% of P-P contacts (Fig. 3d) remaining unaltered.” Due to the coverage 
bias at dots called at higher resolutions, this likely reflects the visibility/accessibility of these regions, rather 
than their physical interaction in 3D. It sounds like the nature of the micro-C dots called between E-P (3D 
contacts vs. accessibility/technical biases) will remain uncertain until authors can profile a condition or treatment 
where the micro-C signal between E-P is affected genome-wide while accessibility remains unchanged. 
 
Since we have demonstrated that the Micro-C signal is not biased toward accessible chromatin 
(please see the response to 1.1) and we have provided strong evidence to dispute the problem of 
calling dots at high resolutions (please see the response to 1.1.1), we assert that all the main 
conclusions in the manuscript remain unchanged. Importantly, we here emphasize that the E-P 
interactions were quantified with Micro-C data at 2- or 4-kb resolution, which is clearly not affected by 
possible visibility biases as the reviewer stated. 
 
In addition, a recently published paper indicated that CTCF loss significantly changes ~70% of ATAC-
seq peaks located around promoters, enhancers, and CTCF binding sites (Xu et al., 2021). If the 
changes in chromatin accessibility were to bias the Micro-C signal, we would expect massive changes 
of E-P interactions in Micro-C. However, we only find that < 15% of total E-P/P-P interactions are 
affected by CTCF depletion.  
 
1.1.3 Orthogonal experimental validation. If technically possible, an orthogonal method such as DNA FISH 
(e.g. ORCA?) based assays could be deployed to establish the nature of the E-P interactions called at high-
resolutions in micro-C and address concerns of point 1. 
 
The average length of high-resolution E-P loops is ~20 kb in mammals (Gasperini et al., 2019: 
CRISPRi screening assay; Hsieh et al., 2020: Micro-C). However, the published ORCA method only 
resolved a ~130-kb region with a 2-kb resolution at best (Mateo et al., 2019). Given the localization 
error derived from fluorescence-based imaging (Brandão et al., 2021), we doubt that DNA FISH or 
ORCA would provide conclusive results to validate the high-resolution Micro-C signal. In addition, 
perfecting a robust experimental system and analysis framework could take months or longer, while 
we believe this burdensome effort would at best add tangentially to the primary focus of this 
manuscript. We thus think validation using ORCA is not an ideal option.  
 
Instead, we think that analyzing the Micro-C signal surrounding well-characterized and functionally-
validated E-P contacts (e.g. by a CRISPR-based assay) (Moorthy et al., 2017) is more likely to give 
us a definitive conclusion. Indeed, in our previous mammalian Micro-C paper (Fig. 6) we confirmed 
that these E-P interactions can be clearly detected as dots or stripes in Micro-C, suggesting that Micro-
C can capture the most genuine and functional 3D chromatin contacts. 
 



Fig. 6 

 

 

 
 
1.2.1 Mapping & filtering, and genotypes. There appear to be issues with either mapping or cell line differences 
from the reference assembly leading to off-diagonal artifacts. It would be helpful to demonstrate that such 
features do not impact downstream analyses.  

 
 
After rechecking our Micro-C contact matrices, we noticed that the off-diagonal signals are rare and 
even more widespread in the standard 4D nucleome Hi-C data (see examples shown in the same 
region in Fig. 7). It therefore seems clear that these signals are not artifacts derived from our cell 
genotype or data mapping and filtering. We also note that their effects on our E-P loop analysis are 
minimal, if any. In fact, they are removed at early steps of our analysis pipeline because they lack 
promoter and/or enhancer marks (most are repeat elements) and span a much larger distance than 



most E-P interactions. 
 
Fig. 7 

 
 
1.3 Concern that degron leakiness alters the perceived effect of degrading target proteins. Substantial variation 
exists between untreated (UT) conditions, which is not accounted for in the analysis or interpretation. For 
example, dots readily visible in YY1-UT appear absent in all other UT samples in the genomic region displayed 
in Figure 1. 
 
Differential analyses relative to untagged reference cells, in addition to untreated cells, should be reported. 
 
We will include a reproducibility and differential analysis (e.g., genome-wide matrix correlation and 
Jaccard index of loop anchors) comparing the pairwise correlation of all untreated Micro-C data. We 
will quantify the degree of the degron leakiness by Western blot and add nascent-RNA seq data to 
compare untagged cells to untreated, AID-tagged cell lines. 
 
Concerns regarding transcription analysis by mNET-seq 
 
To address comments 2.1, 2.1.1, 2.1.2, and 2.3 below, we will include a positive control (e.g., Pol II 
or Brd4 inhibition) and a time-course mNET-seq experiment for CTCF, WAPL, and YY1 depletion with 
a calibration control in the revised manuscript. 
 
2.1 Lack of positive control to conclude about the absence of change. Authors make strong and thought-
provoking claims about the lack of widespread changes detected by their mNET-seq approach. This raises the 
question: can authors detect widespread transcriptional changes with their approach? The conclusions as stated 
require reporting experiments where a greater number of changes are detected, as to set the basal expectation. 
 
2.1.1 It is essential that authors establish the time resolution of mNET-seq in their hands. In other words how 
quickly can authors expect to detect pervasive transcription changes? Assaying the CTCF/RAD21/WAPL-AID 
cells at later time points could establish that transcriptional dysregulation can eventually be detected in these 
cells with the mNET-seq approach. Given that CTCF and WAPL depleted cells do not have cell cycle defects 
it may make most sense to assay one or both of these lines at later time points (e.g. 6h, 12h or 24h). 



 
2.1.2 It is essential that authors establish expectations after short-term degradation of factors more directly 
involved in transcription. Without this comparison it is difficult to conclude much about the small number of 
differentially transcribed genes after only 3h. YY1 depletion dysregulated ~325 genes, which is the most 
compared to CTCF/RAD21/WAPL. It is difficult to estimate what is the upper expectation for the number of 
dysregulated genes after acute depletion of a transcription factor. This could easily be achieved using mESCs 
where transcription factors more directly linked to promoter or enhancer activity can be depleted and performing 
the same mNET-seq experiments after 3hrs (e.g. existing OCT4, NANOG or SOX2-degron cells, or using BRD 
inhibitors). 
 
2.2 Authors must confirm that the dysregulated genes are changing because of CTCF/RAD21/WAPL rather 
than auxin treatment. 
Authors state that “This suggests that while CTCF and cohesin are required for the transcriptional maintenance 
of only a small subset of genes, those genes tend to require the presence of both factors.” An alternative 
explanation is that auxin treatment in Tir-expressing cells affects those genes, irrespective of CTCF/RAD21 
degradation (as reported by Liu et al. 2021 Nature Genetics PMID 33318687 by mRNA-seq at later timepoints). 
For example it is surprising that cyp1b1, a member of the cytochrome P450 family, is the highest upregulated 
gene across conditions. It would be important that authors perform mNET-seq in such their Tir1-only expressing 
cells treated with auxin, or rephrase their statements and interpretations o account for this possibility. 
 
We are aware that the changes of the cytochrome P450 genes are likely due to the response to 
ethanol treatment (auxin is dissolved in ethanol). We will exclude these genes after confirming with 
the expression profile of parental cells.  
 
2.3 In the absence of internal calibration, is it possible that authors are missing global down- or up-regulation 
of transcription (e.g. see Arnold et al. 2020 Mol Cell PMID 34324863 for how internal calibration of mNET-
seq can alter interpretations)? Please comment on the ability of the current protocol to detect global 
homogeneous changes in the main text, assuming that performing calibrated mNET-seq experiments is out of 
the question. 
 
2.4 The authors do not report the technical reproducibility of their mNET-seq and RNA seq data. Please include 
pairwise correlations between all replicates in all conditions (using either gene body or promoter for mNET-
seq). 
 
We will include the analysis. 
 
2.5 Please include a suppl. table with the differentially transcribed genes detected in each mutant. 
 
We will include the table. 
 
Further confirmation that these new AID cells undergo near-complete degradation would be helpful. 
 
3.1 Controls for all AID targets. Western blot is unlikely to pick up 5-10% remaining protein. Given that authors 
introduced fluorescent tags together with their degrons it would be helpful to show flow-cytometry data of 
untreated and 3h-treated cells together with untagged cells, separately for CTCF, RAD21, WAPL (they already 
present the YY1 data in Ext. Data Fig. 5a). It would also be especially helpful if authors could report whether 
long-term depletion leads to the cellular defects previously reported for these factors in mouse ES cells (CTCF: 
stop in proliferation after 4 days; RAD21: block in mitosis and cell death within 2 days ; WAPL: exit from 
pluripotency after 2-4 days - See Liu et al. 2020 Nature Genetics PMID 33318687, Nora et al. 2017 Cell PMID 
28525758, Kubo et al. 2021 NSMB PMID 28525758 etc…). Can authors comment on what happens to YY1-
depleted cells, do they survive? 
 
We will add the flow cytometry analysis to monitor the degradation efficiency and the cell cycle profile 
for CTCF, RAD21, WAPL, and YY1 depletion across a time course. 
 



3.2 Controls for WAPL deficiency. Authors assume near-complete depletion of WAPL based on Western blot 
analysis with the HA tag, brought together with the AID. However given the micro-C signal it seems unlikely 
that the Wapl depletion triggered maximum cohesin retention. Extended Data Figure 3D indicates that the 
micro-C signal at pre-existing dots remains unchanged after WAPL depletion. It looks like Wapl loss is much 
less complete than other studies in the field, e.g. Haarhuis et al. 2017 (Cell PMID 28475897) and Wutz et al. 
(PMID: 29217591) where extended grids of peaks emerge and the derivative of contact density shifts strongly 
rightward. This makes the author’s reports of little transcriptional change somewhat inconclusive, as it may 
simply be due to technical issues of their cell line generation. It would be helpful if authors could characterize 
the effect of their WAPL degradation: How much more cohesin is there on chromatin after 3hr of WAPL 
depletion in these cells? It would be informative if authors could perform calibrated ChIP-seq for core cohesin 
subunits after 3hrs of WAPL degradation (compared to either untreated and the WAPL untagged cells with all 
the other tags also present in the WAPL-AID line [CTCF-halo, RAD21-SNAP]). Alternatively authors could 
perform careful quantifications of chromatin-bound core cohesin subunits by western-blot, but this might be 
difficult as one would only expect a maximum 2-fold increase of cohesin, given that around 50% of cohesin is 
already bound before WAPL depletion. The authors should also update their reported conclusions in light of the 
potential technical confounders. 
 
We believe the reviewer may be misinterpreting some of the results reported in those two WAPL 
perturbation papers. Haarhuis et al. used the HAP1 cells with WAPL knockout, and Wutz et al. used 
RNAi to knock down WAPL in HeLa or MEFs for 3 days. Their experimental conditions and the 
questions of interest are very different from ours. First, since the residence time of cohesin is longer 
than 20 min in mESCs, we do not necessarily expect that cohesin can reach the maximal retention 
after only 3 hrs of WAPL depletion (and we did not claim it in the manuscript). Our primary focus is 
the immediate short-term effect of WAPL depletion on the 3D genome and transcription, rather than 
studying the endpoint result after cells undergo unknown processes. Second, we do not expect WAPL 
depletion to drastically increase the contact intensity of pre-existing loops. As shown in Haarhuis et 
al. and the latest pre-print in Liu et al. by the de Wit lab, WAPL depletion does not substantially 
increase the contact intensity of the pre-existing dots (Fig. 8, top panels). By comparing the P(s) curve 
from Haarhuis et al. and differential P(s) curve (6 hr, green line) from Liu et al. with our Micro-C data, 
we find a similarly right-shifted P(s) curve (Fig. 8). Critically, aggregate peak analysis across multiple 
ranges of genomic distance shows substantially stronger extended cohesin loops (> 250 kb and 
beyond) in WAPL depletion (Fig. 8, bottom panel). Thus, we provide strong evidence that a 3-hr 
WAPL depletion is sufficient to increase cohesin retention on chromatin and extend the grids of 
cohesin loops. However, these additional long-range loops have no immediate effect on transcription. 
 
We are willing to add quantitative biochemical assays and flow cytometry analysis to confirm the 
fraction of cohesin on chromatin 3 hrs after WAPL depletion, even though the reviewer’s concerns 
here are based mainly on some misguided references to previous studies. 
 
Fig. 8 

 
 



 
 
3.3 Issues with YY1 degradation. 
The majority of YY1 peaks were diminished, but only ~50% of peaks (n = 15075) were called significantly 
changed by differential peak analysis. Does that mean the depletion is not complete? How do we interpret the 
seemingly complete depletion base of Western and flow cytometry then - are these assays not sensitive enough? 
Or is it because the YY1 ChIP-seq was not calibrated? Could it be because authors use the miniIAA7 tag with 
osTir1, instead of atAFB2 as recommended by citation 64, Li et al. Nat Methods PMID 31451765? 
 
We also confirmed by confocal imaging that YY1 degradation in near complete. We now plan to repeat 
YY1 ChIP-seq with different antibodies to confirm that the residual signal after acute degradation of 
YY1 is not due to antibody detection of off-target proteins. We did use the parental cell line with stably 
expressing atAFB2 for YY1 degradation. 
 
Conflating time elapsed with primary versus secondary effects on transcription. Author conclusions assume that 
the larger transcriptional consequences reported by others in similar cell lines likely reflects secondary 
consequences from a small subset of affected genes. While this could very well be true, it is also possible that 
direct primary transcriptional consequences of RAD21/CTCF/WAPL/YY1 depletion are slow-manifesting. 
Some evidence suggest that some of the slow-manifesting transcriptional picked up by previous studies could 
be consequences of direct cis-regulatory impacts: for example, over 80% of the genes down-regulated at mRNA 
level after one day of CTCF degradation by Nora et al. 2017 Cell PMID 28525758 had CTCF binding in their 
promoter. While it is challenging to disentangle slow primary defects from rapid secondary ones with the 
approaches used by the authors, the possibility that some primary consequences may be slow-manifesting should 
be discussed off the bat in the text, as it is an obvious expectation, rather than brought up only in the discussion 
under a “time-buffering” model. 
 
The reviewer cited Nora et al. to describe the “slow-manifesting” transcriptional effect 1 day after 
CTCF depletion. However, the biological definition of a “slow-manifesting” effect is unclear to us. First, 
promoter bound CTCF can act as a transcription factor or a mitotic bookmarking factor. In this case 
the definition of “slow-manifesting” is in line with our “time-buffering” model. Second, this study used 
bulk RNA-seq analysis to interpret the transcriptional effects of CTCF depletion. This means their 
observations are comprised of mixed results of 1) 3D genome reorganization upon CTCF depletion; 
2) secondary transcriptional effects; 3) total pool of mRNA before and after CTCF depletion; and 4) 
secondary effects of post-transcriptional RNA processing and buffering. Thus, we do not plan to 
discuss the “slow-manifesting” transcription in our manuscript without a definitive clarification and 
example. 
 
5. Please include annotated .gb files for all targeting constructs mentioned in Table S1, rather than stating 
“sequence available upon request”. Please either make the vectors available on addgene or by simply add 
annotated .gb sequence files as supplementary data. 
 
We will provide the files. 
 
Minor points: 



 
We will correct all the minor points in the revised manuscript. 
 
Captions are not always complete. e.g. it is not clear what microC data are plotted in Fig. 1: untreated YY1? 
something else? 
 
Authors mention identifying 75,000 dots in the text but the 4-category breakdown in figure 1a-b only adds up 
to 42,000 (assuming the random and promoter-random categories are shuffled controls?). Please clarify and 
include the missing “other” category in the figure caption. 
 
A heatmap showing correlations between micro-C replicates, or a table or pairwise correlations, should be added 
to the supplement. 
 
It would be helpful if authors could refrain from using interchangeably “dots” and “loops”. “Dots” seems the 
most accurate description of the peak-calling result, without making assumptions about the underlying 
conformation which can only be resolved through modeling or imaging. 
 
Is there anything special about the genes immediately dysregulated after CTCF degradation? E.g. they have 
CTCF binding in their promoter? Are they sitting next to any relevant micro-C feature (stripe, dot, boundary…)? 
It would be helpful if authors confirmed their data showed these aspects of previous studies, or discuss why it 
might not. 
 
“These studies have shown that while CTCF and cohesin play only a minor role in compartmentalization” While 
this is true for CTCF depletion, it was reported by many group that cohesin antagonizes compartmentalization, 
so that compartmentalization patterns are greatly affected in RAD21, NIPBL or WAPL depletion (e.g. Rao et 
al. 2017, Schwarzer et al. 2017, Haarhuis et al. 2017). Authors may want to reword to reflect this. 
 
The following sentence makes it sound like measuring 3D interactions between E-P by micro-C at sub-kilobase 
resolution in mammalian genomes is already established. “We recently reported that Micro-C can effectively 
resolve ultra-fine 3D genome folding at nucleosome resolution, including E-P and P-P interactions, thus 
overcoming this limitation, 24–27.” Ref 27 (Hansen et al. 2017) is cited to support that micro-C can effectively 
detect E-P and P-P interactions at nucleosome resolution. The sequencing depth in that study did not allow for 
nucleosome resolution. Indeed Hansen et al. 2017 reported around 14,000 loops vs 75,000 here. Similarly Ref. 
24-25 are previous publications from the present author this time in S. cerevisiae, where there was no mention 
of E-P or P-P dots at nucleosome resolution. Please remove these citations here or rephrase the sentence to 
distinguish technology development (micro-C) from biological interpretation (E-P interactions). 
 
“We note that Micro- C has much higher sensitivity for detecting E-P and P-P contacts compared to Hi-C, 
establishing Micro-C as a more suitable assay to study genome organization relevant to transcription regulation 
genome-wide in an unbiased manner.” It is not fair for authors to state micro-C is unbiased, it simply has milder 
biases than Hi-C, so this should be reworded. 
 
“Newly transcribed RNAs generally have a higher correlation with E-P contacts than with compartments and 
TADs (Extended Data Fig. 1f)” what does correlation with TADs mean? Which score is used? Strength of 
insulation? Averaged over the two boundaries? Please clarify. 
 
In paragraph “Acute depletion of CTCF, cohesin, and WAPL perturbs structural loops,” please include a 
sentence in the main text explaining that these experiments were done without internal spike-in calibration, so 
authors cannot conclude about possible differences in overall binding (it is likely that the loss of CTCF/RAD21 
signal is under-estimated without calibration). Without calibration, authors should tamper the statement “While 
cohesin peaks are generally lost upon CTCF degradation, CTCF binding is unaffected by altering the level of 
cohesin on chromosomes” - it is possible that CTCF levels are overall higher or lower. “RAD21 or WAPL 
depletion caused only a 10 to 20% reduction in CTCF peaks” - please clarify “number of peaks” (current 
sentence could be interpreted as referring to signal intensity). Maybe worth rephrasing to also account for that 
in ref. 11 (Rao et al. Cell 2017) the CTCF ChIP-seq after RAD21 depletion was not calibrated either. 



 
“Nevertheless, upon rapid induction (1 hour) of erythroid differentiation, YY1 triggers little or no change in 
H3K27ac and H3K27ac-anchored HiChIP interactions” - phrasing is confusing. Maybe authors could instead 
write that “YY1 redistribution triggers little or no change…”, as this was not an inducible-degradation approach. 
 
YY1 was suggested to play a more prominent role in differentiated cells compared to mouse ES cells. It would 
be fair to acknowledge this when citing ref. 61. Beagan et al. Genome Research PMID 28536180. 
 
Please rephrase the following sentence to reflect that the authors only investigated the situation after 3hrs. “In 
summary, we find that, while CTCF, cohesin, and WAPL may regulate some gene expression, their acute 
depletion affects the transcription of only a handful of genes in mESCs, which largely encode pluripotency and 
differentiation factors.” 
 
Tir1 transgenes are missing in cartoons of Extended Fig. 2 for all the cell lines. 
 
 
 
  



Reviewer #2: 
 
In their manuscript, Enhancer-promoter interactions and transcription are maintained upon acute loss of CTCF, 
cohesin, WAPL, and YY1, Hsieh et al. explore the role of architectural proteins on E-P interactions and gene 
expression by a combination of micro-C and nascent transcriptomics in mESCs. Their findings are as follows: 
1- Using micro-C in combination with a new loop caller, Mustache, they identify many new looping interactions 
between enhancer and promoters. 
2- Acute (3hr) loss of CTCF, Rad21, WAPL, and YY1 does not perturb the frequency, location, or strength of 
most newly identified E-P interactions. 
3- Acute (3hr) loss of CTCF, Rad21, WAPL, and YY1 does not affect global gene expression. 
4- Cohesin loss alters YY1 binding dynamics. 
 
The authors propose a time-buffering model, which I quite like and do think that it reconciles their and others’ 
largely negative results related to acute loss of architectural proteins and gene regulation. However, I do have 
some concerns outlined below: 
 
The main criticism of this paper pertains to the validity of the newly identified loops, which is the basis of their 
largely negative results and major conclusions. The authors utilize a new genome-wide, 3C-based method 
known as Micro-C along with a very new loop caller they recently developed (Mustache) and claim to identify 
new looping interactions not previously identified by Hi-C. Surprisingly, the loop caller alone adds a significant 
amount of new loops even from the authors’ previous Micro-C analyses. While this makes sense in theory given 
the higher resolution MNase digestion would generate over convention, some of the features associated with 
these new loops does raise a few red flags. 
 
That is, the authors find that these new loops correlate with transcription, frequently traverse TAD boundaries, 
and are robust to acute depletion of CTCF, cohesin, WAPL, and YY1. While these interactions may indeed be 
a novel and important discovery, the authors’ conclusions are almost entirely based on these negative results. 
Importantly, they do not completely rule out the possibility that these new interactions are instead an artifact of 
the approach. For instance, transcriptional sites would of course also be associated with more open chromatin 
and higher MNase accessibility in general. It was not clear from the methods how the authors normalize their 
data to MNase digestion biases similar to how typical Hi-C data is normalized to the density and location of 
site-specific restriction digestion. It would also be good to know if frequent exceptions to this correlation exist 
wherein Micro-C is detecting new loops not associated with high levels of open chromatin or transcription. If 
so, do these also share the same features as mentioned above. Are the new loops dependent on transcription as 
could be determined via polII inhibition or mutational analysis? Surely, these resources are available for 
mESCs? 
 

1. Please see our response to the reviewer #1’s comments 1.1 and 1.1.1 that fully address the 
concern of Micro-C analysis. We also provide a very detailed description of our Micro-C 
analysis and normalization in the methods section. In addition, in our previous study, we 
demonstrated that Micro-C detects ~5-fold more loops than Hi-C by using a well-established 
loop caller, hiccups. We confirmed that the results remain unchanged regardless of which loop 
callers we used or excluding these newly-identified loops. More importantly, we did not use 
the de novo loops called by Mustache or Chromosight for the analysis of TAD boundary 
crossing. Instead, we quantified the paired E-P interactions (by chromHMM states) with the 
Micro-C data at 2-kb or 4-kb resolution. 

2. We will provide some examples to show Micro-C loops not associated with highly accessible 
regions. 

3. For a detailed analysis of Pol II inhibition on E-P interactions, please see our previous study 
in Hsieh et al. 2020 and Fig. 9 below. In brief, treatment with Pol II inhibitors triptolide or 
flavopiridol moderately reduces E-P or P-P interactions and substantially attenuates chromatin 
stripes. 
 
Fig. 9 



 
 
But most concerning is that they find that many (29-30%) of these loops traverse a TAD boundary. While it is 
true that boundaries have been found to be variable and TAD insulation is not strict, it is hard to imagine that 
stable or frequent E-P interactions traversing a boundary would represent a functional interaction. So far, a large 
body of literature point to the fact that cognate promoters and enhancers tend to be within the same TAD. For 
instance, this reviewer is not aware of any developmental gene whose functionally validated enhancer has been 
mapped outside of the same TAD and if so this is an extremely rare event. And recent estimates from eQTL 
studies suggest that >95% of variants are also located within the same TAD as the associated gene (Delaneau et 
al., 2019). Similar conclusions have been made from perturbation studies in mESCs (Sun et al., 2019). How do 
the authors reconcile their results with these findings? 
 
First, a recent CRISPRi-based enhancer screening reported that ~30% of E-P interactions do not fall 
into the same TAD (Gasperini et al., 2019). Second, after checking the promoter Capture Hi-C result 
in Sun et al. 2019, we highlight that the authors clearly indicated that ~24% of promoter-centered 
interactions are not constrained within the same TAD, which aligns with our findings. Third, emerging 
evidence by super-resolution imaging indicates that TADs are dynamic chromatin structures that 
constantly form and dissolve (Bintu et al., 2018). Cohesin can traverse across boundaries frequently 
and mediate domain intermingling (Luppino et al., 2020; Szabo et al., 2020). We think enhancers’ 
communication with their cognate genes in another domain is not a rare event. Finally, since the eQTL 
analysis in Delaneau et al., is based on the correlation of a set of ChIP-seq data for histone 
modifications. Thus, the cis-regulatory domains (CRDs) identified in this study most likely represent 
local chromatin domains segregated by chromatin states (e.g., active or inactive regions) rather than 
E-P loops. It is also unclear whether this computational structure can fully reflect in vivo 3D genome 
structures, and even more uncertain is the comparison to other computationally defined structures 
(such as TADs) that are susceptible to various computational parameters. A recent study indicates 
that analysis of chromatin loops outperforms eQTL in explaining neurological GWAS results, 
suggesting there may be much ampler information in high-resolution 3D genome maps than in eQTL 
analyses (Lu et al., 2020). Together, our findings of cross-TAD interactions are largely consistent with 
other studies. We are confident reporting numbers close to those that are functionally validated. 
 
Lastly, many studies have shown, from sequencing and imaging-based methods, that loss of cohesin or WAPL 
changes chromatin compaction both within and between TADs. Even indirectly, this would be expected to alter 
promoter-enhancer proximity. And yet, the authors show no change in number or strength of their newly 
identified interactions in the absence of several architectural proteins. 
Given the above, it seems extremely important that the authors validate their new looping interactions through 
orthogonal methodology such as 3C, Capture-C, or 5C that each would result in comparable resolutions to that 
of Micro-C. In addition, if the authors were to bin their data to artificially reduce their resolution to that 
comparable to Hi-C, would these interactions disappear upon reanalysis? At the very least, this would show that 



they are dependent on the unprecedented high resolution achieved by Micro-C. 
 

1. We will compare Micro-C data with promoter HiChIP and Capture Hi-C if available. However, 
we note that recent studies using HiChIP (Kubo et al., 2021) and Capture Hi-C (Thiecke et al., 
2020) have reported very consistent results with ours.  

2. Please see our response to the reviewer #1’s 1.1. These loops are uniquely detected in Micro-
C. 

 
Other comments: 
1. It has recently become apparent that AID tagged versions of proteins, including Rad21, can be ‘leaky’ and 
show reduced activity or levels compared to their wildtype versions. How does the expression profile of their 
tagged cell lines compare to that of parental mESCs? Is it possible the small changes upon auxin treatment are 
due to an already perturbed system prior to treatment? 
 
We will quantify the degree of the degron leakiness by Western blot and flow cytometry analysis and 
add nascent RNA-seq analysis of untagged cells. 
 
2. The conclusion that cohesin might act to recruit transcription factors in general based solely on YY1 behavior 
seems like a bit of a leap. The authors might want to tone down this conclusion. 
 
We are willing to tone it down and perhaps include one or two more transcription factors to strengthen 
this model. 
 
 
  



Reviewer #3: 
 
CTCF, cohesin complex, and YY1 have been proposed to be key players shaping the chromatin architecture in 
mammalian cells, with CTCF and the cohesin complex involved in mediating long-range chromatin loops 
between convergent CTCF binding sites through a loop extrusion process, while YY1 shown to mediate 
enhancer-promoter contacts by virtual of its DNA binding to both classes of elements and its dimerization 
potential. Additionally, cohesin has also been suggested to mediate enhancer-promoter interactions due to its 
association with mediator complex and loading by Nipbl protein, which binds to both promoters and enhancers. 
While abundant literature supports a role for CTCF and cohesin in chromatin organization especially in defining 
topologically associating domains (TADs) and long-distance chromatin loops, their function in chromatin 
contacts between enhancers and promoters is less clear and has been the subject of intense debate in recent 
years. Also under intense debate is whether chromatin interactions between enhancers and promoters actively 
contribute to enhancer dependent gene activation. Recent studies using auxin inducible degrons to acutely 
deplete CTCF or cohesin subunits showed that CTCF and cohesin are dispensable for transcription of most 
genes in a variety of cell systems tested. By contrast, acute depletion of YY1 has been shown to lead to dramatic 
changes in gene expression in mouse ES cells. These previous studies raised questions about what exactly is the 
role that CTCF and cohesin play in enhancer-promoter communication and gene activation, and whether 
different proteins (such as YY1) are involved enhancer-promoter contacts and enhancer dependent transcription 
from target genes. 
 
The manuscript by Hsieh et al. attempts to address these two questions and to provide clarity on the role of 
CTCF, cohesin and YY1 in enhancer-promoter contacts and the role of enhancer-promoter loops in gene 
activation. Like previous studies, the authors used the auxin inducible degron system to deplete CTCF, Rad21 
subunit of cohesin, cohesin unloader protein WAPL and YY1 protein, in a mouse embryonic stem cell line. But 
in contrast to the previous work, the experimental design in the current report involved a shorter protein 
depletion time (3 hours vs. 24hr or longer), which could avoid the secondary effects during long-term protein 
depletion. Additionally, the authors used Micro-C, a variant of Hi-C technique, to achieve higher resolution (a 
few hundred base pairs versus 5- or 10-kb resolution) and sensitivity of loop detection especially between 
enhancers and promoters. Furthermore, the authors employed mNET-seq to measure changes in nascent 
transcript levels genome-wide after protein depletion. Their main findings are: (1) depletion of these proteins 
did not cause significant changes in enhancer-promoter interactions, even for YY1; and (2) depletion of these 
proteins resulted in minimal changes in gene expression. The authors also used live cell single particle imaging 
techniques to study the dynamics of YY1 binding to chromatin upon depletion of cohesin, and found an 
unexpected but modest role for cohesin to retain YY1 on chromatin. Based on these observations, the author 
concluded that “neither transcriptional condensates, CTCF, cohesin, WAPL, nor YY1 are generally required for 
the short-term maintenance of E-P interactions and the subsequent expression of most genes after acute depletion 
and loss of function” (Line 494). To reconcile with previous genetic evidence implicating CTCF and cohesin’s 
role in regulating promoter-enhancer interactions and transcription at some genes, the authors further proposed 
a “time-buffering model”, “where architectural proteins generally contribute to the establishment, but not the 
short-term maintenance, of E-P interactions and gene expression” (Line 548). 
 
General assessment: 
 
Overall, the current work reports several very interesting observations related to the role of CTCF, cohesin and 
YY1 in enhancer promoter interactions and transcription, with some in direct contradiction with previous 
studies, and others confirmatory. An important contribution of this work lies in the use of a well-controlled 
experimental system and high precision technical approaches. The genetically engineered cell lines to enable 
acute depletion of CTCF, YY1, and cohesin complex in cells are valuable tools to the field. The micro-C and 
mNET-seq datasets along with other genomic datasets in this experimental model system also provide a valuable 
resource for the community to investigate the role of these proteins in chromatin organization and gene 
regulation. Surprisingly, the authors found that cohesin depletion did not disrupt enhancer-promoter contacts in 
general, and that YY1 loss had no significant impact on both enhancer promoter contacts and gene expression, 
which is in direct contradiction to Weintraub et al. (Cell 2017, ref #62). These new results are interesting and 
certainly raise new questions. 
 



On the other hand, the experimental evidence provided in the current work does not fully support the sweeping 
conclusion that CTCF and cohesin play no role in the maintenance of enhancer promoter interactions (as the 
title implies), nor the statement about transcriptional condensates (see specific comments below for details). 
Further, some of the findings described in the current work are not new. For example, the observations that 
CTCF was largely dispensable for enhancer-promoter interactions and general transcription are consistent with 
previous studies (for example, Nora et al. Cell 2017; Kubo et al. NSMB 2021, which the authors cited as ref 
#10 and #37, respectively). The observation that cohesin loss resulted in minimal changes in gene expression 
was also reported before (for example, Rao et al. Cell 2017, ref #11 in the manuscript). Therefore, the degree 
by which this work advances our understanding of the maintenance of enhancer-promoter interactions and their 
function is currently unclear. 
 
In brief, we think our study will significantly contribute multiple new discoveries to the field: 

1. We used Micro-C to identify many more details of E-P interactions that were technically 
impossible in previous studies. Many of these previously undetectable loops are functionally 
validated by CRISPR-based studies (Gasperini et al., 2019; Moorthy et al., 2017). 

2. We resolved the immediate short-term effect of CTCF, cohesin, WAPL, and YY1 on E-P 
interactions and nascent transcription. All the prior studies focused on later time points that 
may suffer from secondary effects. 

3. These new findings allow us to establish a time buffering model that reconciles our and 
previous studies and explain a possible mechanism of 3D genome and transcriptional 
regulation.  

4. We comprehensively dissect YY1 dynamics by single-particle imaging and uncover a putative 
role of cohesin in regulating transcription factor binding distinct from its known function in 
genome folding. 

 
Main comments: 
 
1. The experimental evidence presented does not fully support the authors’ assertion that enhancer-promoter (E-
P) interactions are unaffected after depletion of CTCF or cohesin. A closer inspection of Figure 3C suggests 
that E-P interactions were generally weakened after depletion of Rad21 and to a lesser degree CTCF - the center 
of the data cloud representing E-P interactions is below the diagonal line, and this trend is not obvious for P-P 
interactions. Therefore, one could say that there is a general and weak effect for cohesin loss on E-P interactions, 
consistent with residual levels of cohesin retained on chromatin after short term depletion. 
 
We will inspect this result carefully and perhaps add a note of caution in our interpretation. 
 
2. Similarly, the assessment of YY1’s effect on chromatin interactions was also problematic. The authors in 
Figure 4i examined changes of chromatin interactions on cohesin mediated loops (strong loops), and found little 
change. But what about E-P interactions? It would be important for the authors to provide a similar plot for the 
YY1 depleted cells as in Figure 4C for CTCF and cohesin depletion. The authors did report ~800 loops changed 
after YY1 depletion (Line 320), but Figure 4e indicated only 436 as “down” loops. So it is unclear how the 
authors reached the conclusion that loss of YY1 did not affect chromatin interactions between promoters and 
enhancers, especially when only 50% of YY1 binding sites showed significantly reduced binding after YY1 
depletion (Line 308). 
 

1. We will add the same E-P analysis for YY1. 
2. We note that we only analyzed loops with significant change in YY1 binding. We were also 

baffled by the discrepancy between the ChiIP-seq results and the protein analysis, flow 
cytometry and imaging experiments, all showing near-complete loss of YY1 3-hrs upon 
degradation, and. We now plan to repeat YY1 ChIP-seq with different antibodies to confirm 
that the residual signal after acute degradation of YY1 is not due to antibody detection of off-
target proteins.  

 
3. A major feature of the experimental design is the short duration of protein depletion (3 hours). This is also a 
potential weakness, as it is apparent that 3-hour IAA treatment did not fully deplete the proteins. Residual ChIP-



seq signal for CTCF and cohesin were readily detectable on chromatin at CTCF peaks (Ext Fig 2f) and E-P & 
P-P loop anchors (Ext Fig 4e). Same can be said for YY1 (Figure 4b, Ext Fig 5C). It is therefore hard to rule out 
the possibility that residual proteins bound to chromatin might contribute to maintenance of chromatin 
interactions in the short-term depletion. 
 

1. We will add biochemical assays and flow cytometry analysis to confirm the fraction of proteins 
on chromatin after 3 hrs of depletion.  

2. Since all CTCF and cohesin loops are nearly completely abolished 3 hrs after depletion, it is 
unclear what the basis is to assume that the residual proteins will specifically maintain E-P 
interactions but not CTCF/cohesin loops.  

3. In addition, we have previously measured the average number of CTCF, RAD21, and YY1 
molecules in a single cell (Cattoglio et al., 2019; Holzmann et al., 2019). We estimate that, if 
our degradation can reach ~95% depletion after 3 hrs, there are roughly only ~300 CTCF, 
~200 RAD21, and ~700 YY1 proteins remaining bound on chromatin. Thus, we do not think 
that hundreds of residual architectural proteins are sufficient to maintain >25,000 E-P loops 
and transcription. We thus expect the effect of residual proteins on our results is minimal. 

 
4. The authors concluded that “transcriptional condensates” are not generally required for “short-term 
maintenance of E-P interactions” (Line 493), by drawing on previous literature (Ref #57, 58 and 88), without 
providing any new evidence in the current work. This statement therefore needs to be revised to better reflect 
this fact. 
 
We will revise this part. 
 
5. It is interesting that cohesin loss results in reduced population of immobile and presumably chromatin bound 
YY1, but this evidence alone is insufficient to lead to the model that cohesin facilitates target search by 
transcription factors. 
 
We are willing to tone it down and perhaps include one or two more transcription factors to strengthen 
this model. 
 
Minor comments: 
 
We will address all the minor comments. 
 
1. With multiple loop callers, authors show that micro-C can identify more fine range E-P and P-P interactions 
compared to Hi-C. What percent of the E-P, P-P loops called by previous Hi-C data are also detected by Micro-
C and vice versa? What is the overlap? What about with HiChIP /Plac-Seq data? This analysis is important to 
allow the readers to assess the specificity and sensitivity of the data. 
 
2. Titles for the scatterplots missing (e.g., Ext Fig 4c) 
 
3. Extended Fig 4d. A subset of downregulated loop anchors in WAPL depletion cells seem to show more bias 
towards enhancer and promoter regions. Do these regions show any differences in Rad21 binding? 
 
4. Upon depletion of YY1 itself, there is a modest decrease of Rad21 binding. Which Rad21-bound regions 
show reduction upon YY1 depletion, what are their characteristics? Do they correspond to loop anchors, or 
show any change in loop strength? 
 
 
 
  



Reviewer #4: 
 
In this paper, Hsieh et al. leverage high resolution Micro-C and nascent RNA (mNET-seq) data to understand 
the roles played by CTCF, cohensin, and YY1 in the maintenance of enhancer-promoter interactions. The 
authors use mESC cell lines in which CTCF, WAPL, cohesin, and YY1 are tagged for rapid (3h) degradation. 
The authors argue that the marginal effect of CTCF and cohesin on overall gene expression level, as observed 
previously in the literature, is explained by cis-regulatory loops between enhancers and promoters being 
relatively insensitive to the depletion of these architectural proteins. The authors then show through similar 
experiments that the depletion of YY1, previously suggested as an important factor for enhancer-promoter loops, 
also had only marginal effects on enhancer-promoter loops and transcription. Finally, using a combination of 
confocal microscopy and single molecule imaging, the authors characterize the dynamics of YY1 binding to 
chromatin and show that the depletion of RAD21, but not CTCF significantly reduces YY1-chromatin binding 
by increasing its searching time. This paper examines an important aspect of the relationship between chromatin 
folding and transcription. It is a well written paper; experiments are well justified and expertly executed. The 
results are timely. However, while the data is comprehensive and solid, I do have some major concerns about 
data analysis and interpretation that need to be addressed prior to publication. 
 
Major comments: 
 
(1)* The authors argue that 80-90% of loop interactions between enhancers and promoters (or promoters and 
promoters) are ‘unaltered’ by depletion of cohesin or CTCF. I am not convinced that the author’s data supports 
this conclusion. Setting aside the ~20% of enhancer-promoter interactions that the author’s analysis turns up as 
significantly reduced, there does appear to be a small reduction in contact frequency more broadly. Carefully 
examining the scatterplots in Fig. 3C shows that the bulk of enhancer promoter contacts are comfortably below 
the 0, 1 line, indicating lower contact frequency in AID than control cells. If this shift is not indeed explained 
by normalization issues (see points below), I think the paper would improve if the authors provided a more 
nuanced presentation of these results, acknowledging the shift that is clearly present in their data. 
 
We will inspect this result carefully and perhaps add a note of caution in our interpretation. 
 
(2)* All of the Micro-C analysis in this manuscript compares contact frequency between different conditions 
with very large, global differences in contact frequency. As with any other sequencing assay, contacts that are 
lost from (say) CTCF-CTCF loop anchors or TADs upon CTCF or Rad21 depletion will be redistributed to 
other loci. In 1D data (e.g., mNET-seq/ ChIP-seq/ etc.), spike-in controls can be used to normalize between 
different samples in absolute terms, allowing the discovery of truly global changes. While I recognize there is 
no easy analog of a spike-in for a Micro-C experiment, I would like the authors to discuss the importance of 
normalization, and the ways in which normalization issues could impact the author’s interpretations. 
 
Please see our response to reviewer #1’s comments 1.1 and 2.1 that fully address Micro-C and 
mNET-seq analysis. We also provide a very detailed description of our Micro-C analysis and 
normalization in the methods section and will discuss it further in the revised manuscript. In addition, 
we will include a new set of mNET-seq with a calibration control in the revised manuscript. 
 
(3)* MNase, depending on the digestion conditions, does not cut uniformly across the entire genome, but rather 
it has specific biases for accessible regions. Any change in the distribution of MNase cut frequency near 
promoter/ enhancer regions between wild-type and CTCF, YY1, or Rad21 depletion could alter the contact 
frequency observed in contact maps. The authors should evaluate whether there are differences in MNase cutting 
efficiency between different conditions by examining the 1D signal in their Micro-C libraries. 
 
Please see our response to reviewer #1’s comments 1.1. 
 
(4)* It generally is not clear whether the authors measure transcription after removing the pause peak, focusing 
on expression in the gene body (which most directly correlates with mRNA), or whether paused Pol II is 
included. As the different stages of transcription initiation and pause might have different relationships with 
contact frequency, it is crucial to distinguish clearly between them in their presentation. 



 
We only include the mNET-seq signal at the gene body. We will add a detailed description in the text. 
 
(5)* Data showing that RAD21 serves as a “platform” for YY1, or possibly other transcription factors, is 
extremely weak. I am convinced by the data showing that it increases search times (although I will defer to an 
expert on the rigour of the microscopy experiments). How do the authors feel about an alternative model in 
which the act of loop extrusion acts to stir the nucleoplasm, resulting in higher diffusion and faster search times? 
There are likely other indirect explanations as well, and I would encourage the authors to consider these 
mechanisms before jumping right to IDR-IDR interactions. Related to this point - unless the authors can directly 
show that protein-protein interactions are necessary for the effect of RAD21 depletion on YY1 search time, I 
would encourage them to drop the use of the word “platform” and other terms that imply a direct interaction. 
 
We will discuss other alternative models and modify our discussion about the TF binding platform. 
 
Minor comments: 
 
We will address all the minor comments. 
 
* In figure 1d, the axes should be better described. Additionally, in P-P contacts, clarify whether the data points 
represent an average of the two promoters. 
* Throughout the manuscript, add axes description to the APA heatmaps explaining, for example, which of the 
rows\columns represent promoters\enhancers. 
* Please add transcriptional orientation (i.e. what is the direction of the transcription unit) to the APA heatmaps. 
* A clearer explanation on how anchors were chosen and defined as promoters and enhancers would also help 
readers interpret the data. What dataset was used to define TSSs or whether it was accomplished by the MNase 
data should be clarified. 
* Please use the acronym polyadenylation cleavage site (PAS), rather than TES, in figure 1C. I assume TES 
stands for transcription end site, but presumably the point used is the end of a gene annotation. Transcription 
continues past the end of the PAS, as is clearly shown in the authors' plots. 
* Some interesting differences are shown between P-P and E-P pairs (Fig. 1D and 3H) but are ignored in the 
text. Are these associated with the different levels in initiation and pausing? 
* Figure 3b shows that loops from up/ down/ unchanged groups are enriched in functional elements involved in 
transcriptional regulation. Taken along with the pattern shown in 3a, this further suggest that the effect of CTCF 
and RAD21 depletions on cis-regulatory elements looping is underestimated by the authors. 
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Decision Letter, Appeal: 
Dear Dr. Tjian, 
 
Thank you for asking us to reconsider our decision on your manuscript "Enhancer-promoter 
interactions and transcription are maintained upon acute loss of CTCF, cohesin, WAPL, and YY1". 
 
I have now discussed the points of your preliminary rebuttal letter with my colleagues, and we think 
that the revision plan sounds encouraging. We therefore invite you to revise your manuscript along 
the lines that you propose. It'll be particularly important to carefully monitor protein degradation 
temporal dynamics (free and chromatin-bound), ideally using a side-by-side comparison between 
untagged and tagged (treated and untreated) lines to also control for the potential effects of the tag 
itself and auxin treatment. Residual protein levels at the 3-h time point may significantly impact the 
conclusions drawn so it's crucial that this point is investigated thoroughly. 
 
When preparing a revision, please ensure that it generally complies with our editorial requirements for 
format and style; details can be found in the Guide to Authors on our website 
(http://www.nature.com/ng/). 
 
Please be sure that your manuscript is accompanied by a separate letter detailing the changes you 
have made and your response to the points raised. At this stage we will need you to upload: 
1) a copy of the manuscript in MS Word .docx format. 
2) The Editorial Policy Checklist: 
https://www.nature.com/documents/nr-editorial-policy-checklist.pdf 
3) The Reporting Summary: 
https://www.nature.com/documents/nr-reporting-summary.pdf 
(Here you can read about the role of the Reporting Summary in reproducible science: 
https://www.nature.com/news/announcement-towards-greater-reproducibility-for-life-sciences-
research-in-nature-1.22062 ) 
 
Please use the link below to be taken directly to the site and view and revise your manuscript: 
 
[redacted] 
 
With kind wishes, 
 
Tiago 
 
 
Tiago Faial, PhD 
Senior Editor 
Nature Genetics 
https://orcid.org/0000-0003-0864-1200 
  
 

Author Rebuttal, first revision: 



Reviewer #1: 
 
Hsieh et al. perform micro-C, ChIP-seq, mNET-seq, and live single molecular imaging on cell lines with acutely 
degraded components of genome organization. The effect on 3D folding of depleting CTCF, RAD21 and WAPL 
has been previously studied by Hi-C and DNA imaging, yet the role of YY1 remains more mysterious. The 
primary versus secondary transcriptional consequences of disrupted 3D folding have remained challenging to 
disentangle. Therefore, the presented approaches could potentially shed light on the connection between genome 
organization and transcription. It was greatly appreciated that authors made their data available for review. 
However, at this time there are serious issues with cell line generation (WAPL and YY1 specifically), data 
processing, and interpretation of the micro-C and mNET-seq. 
 
Concerns regarding micro-C analysis 
 
1.1. Serious concern that peak/cot calling picks up accessible/visible regions rather than reflecting 3D folding 
at enhancers and promoters. Central conclusions of the study build on observing micro-C dots that persist after 
CTCF/RAD21/WAPL/YY1 degradation. However it is not demonstrated that the high micro-C signal between 
enhancers and promoters reflects 3D folding, as opposed to 1D biases, e.g. due to the high accessibility of these 
elements. The fact that E/Ps appear to give strong micro-C signal with their entire surrounding, sometimes tens 
of kbs away (e.g. figure 1f) is surprising. It remains unclear to what extent does this pattern reflect the sensitivity 
of micro-C to the technical accessibility of these regions (as opposed to reflected 3D organization) - see below. 
 
Response: The reviewer asked if the fine-scale chromatin dots detected in Micro-C are due to higher 
accessibility of micrococcal nuclease (MNase) to promoters and enhancers, which may bias the 
Micro-C signal towards these regions. Below we cite other studies and present results of additional 
analyses on our Micro-C data that demonstrate accessibility biases are largely negligible. 
 
MNase digests chromatin uniformly 
Recent studies from the Henikoff and Längst labs have experimentally and computationally addressed 
this issue (Chereji et al., 2019; Schwartz et al., 2018), indicating that MNase equally accesses 
DNaseI-hypersensitive and non-hypersensitive sites, sites of active and inactive transcription, and 
euchromatin as well as heterochromatin (see Fig.9 in Chereji et al, Fig.4 in Schwartz et al, and a 
snapshot from Chereji et al in Fig. 1 below). They also state that “although heterochromatin and 
euchromatin appear different when observed cytologically at low resolution, at the molecular level, MNase and 
other proteins can access heterochromatin regions at rates similar to those of accessing euchromatin”. We 
thus conclude that MNase can digest chromatin uniformly across the genome regardless of its 
accessibility level. 
 
(Fig. 1) 
 

 
 

 
 

Nucleosome occupancy mapped in Drosophila S2 cells by MNase-seq. Rightmost panel: green (HP1-bound), yellow (active), red (active), blue 
(Polycomb-bound) and black (repressive) chromatin states defined in (Filion et al., 2010) 



Micro-C is not biased toward chromatin accessible regions 
Previously, we and others have independently demonstrated that Micro-C contacts are not biased 
toward highly accessible chromatin regions (Hsieh et al., 2020; Hua et al., 2021; Krietenstein et al., 
2020). Notably, a recent Micro-C-based technique, Micro-Capture-C (MCC), that focuses on the 
interactions around promoter regions also did not find substantial bias toward DNaseI hypersensitive 
sites (Hua et al., 2021: Extended data Fig. 2). To further support this point, we provide key results 
below demonstrating that Micro-C data is not affected by chromatin accessibility levels. We thus 
conclude that the E-P interactions captured by Micro-C represent bona fide proximal chromatin 
contacts. 
 

1. When we analyzed Micro-C reads as single-end data like ChIP-seq or MNase-seq, we do not 
observe any apparent correlation with chromatin accessibility. In Fig. 2 (left panel), we show 
that neither balanced (KR/ICE) nor coverage-normalized Micro-C data show substantial 
correlation with ATAC-seq signal (r2 << 0.1). Even the raw Micro-C reads have nearly no 
correlation with ATAC-seq signals (r2 = 0.15). We note that all the Micro-C data in this 
manuscript were normalized either by matrix balancing or by coverage (detailed in the 
Methods section). In fact, regions with low ATAC-seq signal (low accessibility) have slightly 
higher Micro-C signal than regions with high ATAC-seq signal (Fig. 2, right panel), arguing 
against Micro-C simply reflecting chromatin accessibility.  
 
(Fig. 2) 
 

 
 

2. To further demonstrate that Micro-C is not biased toward capturing highly accessible regions 
such as promoters, we performed a genome-wide pile-up analysis of Micro-C at base-pair 
resolution surrounding active promoter regions (Fig. 3). Coverage-normalized Micro-C shows 
nearly no bias toward the +1/-1 nucleosome region (more accessible) compared to the signal 
within the gene body (less accessible). 
 
(Fig. 3) 
 

 
 

3. If contacts at accessible promoters/enhancers were artifactually amplified by Micro-C, we 
should expect them to be far more prevalent than contacts at polycomb/heterochromatin 
regions. However, genome-wide P(s) analysis shows no evidence of significant differences in 
contact probability for different types of chromatin regions, including accessible promoters and 
enhancers, Polycomb-bound and heterochromatic domains, within a 500-kb range (Fig. 4). 
 
(Fig. 4) 



 

 
 

4. As we showed in our previous work (Hsieh et al., 2020), very deeply sequenced Hi-C data 
(Bonev et al., 2017: ~3.3B reads) can recapitulate some E-P loops detected by Micro-C (Fig. 
5). While these dots in Hi-C are much fuzzier and their precise locations are often indiscernible, 
the example below clearly indicates that they are present in both data. It is widely accepted in 
the 3D-genome field that Hi-C has minimal bias towards highly accessible chromatin, so 
contact enrichment around E-P interactions present in both methods cannot be an artifact of 
Micro-C. Critically, Micro-C can further resolve what appears as a large blurry dot in Hi-C into 
multiple finer-scale dots and pinpoint the precise location of their interactions (Fig. 5, zoomed-
in box), indicating that Micro-C is a superior method to Hi-C in identifying fine-scale 
interactions. Additionally, the latest Micro-C and Hi-C benchmark study by the Dekker lab at 
UMMS recommends using Micro-C for loop detection (e.g., cis-regulatory elements 
interactions) due to its supreme sensitivity (Oksuz et al., 2021). 
 
(Fig. 5) 
 

 
 

Together, our results and those of others strongly support that Micro-C does not exhibit any systematic 
bias toward highly accessible chromatin regions. From here on, we will refer to these initial points 
whenever a reviewer’s concern assumes a Micro-C accessibility bias. We included the Micro-C quality 
control for chromatin accessibility in the manuscript Extended Data Fig. 1a. 
 
1.1.1 Issues with high-resolution dot calling. 
The authors rely on published computational methods for calling TADs and loops/dots. However, these methods 
were not developed for or validated at the resolutions the authors use. For example, the highest resolutions 
considered were 1 kb and 10 kb in the mustache and chromosight publications for human data. The dots called 
here are highly biased for increased coverage relative to the genome-wide average at high resolutions. The plot 
below shows genome-wide average coverage at 400-bp resolution as a black line, and average coverage under 



the called dot/loop anchors as a function of map resolution (inferred as end-start) in blue: 
 

 
 
Calling dots at very high resolution (< 1 kb) requires an approach that statistically models 1D coverage and 
verification that the dots called do not display a coverage bias. An example of such an approach is HiC-DC+ 
(PMID: 34099725), but even this approach would require extension and validation below 1 kb. If obtaining calls 
without coverage biases at sub-kb resolution is not feasible, 3D genomic analysis would benefit from being 
restricted to resolutions >= 2 kb, where dot calls show a less pronounced coverage bias, and existing 
computational tools have been validated. Crucially, if dot calls have a coverage bias, they cannot be interpreted 
as strictly reflecting 3D proximity. 
 
Response: We were aware of this potential caveat before using Mustache and Chromosight for high-
resolution dot calling. In our communications with the authors of Mustache (Dr. Ferhat Ay, La Jolla 
Institute) and Chromosight (Dr. Romain Koszul, Institute Pasteur), they do not see any issue with 
using their algorithms to identify high-resolution dots in Micro-C data. They emphasized that the 
maximal spatial resolution for dot calling is largely dependent on the sequencing depth. There should 
be no theoretical limitations to applying the algorithms to identify dots in our deepest sequenced Micro-
C dataset. Dr. Ay did not apply Mustache to data with < 1-kb resolution simply because such data 
was not available in the 4DN database at that time. The Koszul group did apply Chromosight to ChIA-
PET data at 500-bp resolution (Matthey-Doret et al., 2020a: Fig. 3), and Chromosight has been 
routinely applied to yeast Micro-C data using 200- or 400-bp resolution. Importantly, Micro-C matrices 
are normalized using KR/ICE before loop detection. Thus, the potential coverage biases are greatly 
reduced (as shown in Fig. 2-4 above).  
 
To test whether loop calling is affected by coverage in our data, we analyzed “1D coverage vs. the 
number of significant loops per locus”. Fig. 6 below shows a similar trend across all resolutions, 
suggesting that 1D coverage does not explicitly affect dot calling in the high-resolution data (Wilcoxon 
Rank Sum and Signed Rank Tests).  
 
(Fig. 6) 
 

 



 
We also note that only the initial de novo loop calling for wild type mESC (Hsieh et al., 2020) by 
Mustache or Chromosight was done with resolutions < 1 kb. All the subsequent dot quantifications 
presented throughout the manuscript were analyzed with data at 2- or 4-kb resolution. We revised the 
figure legends and Method section to clarify our analysis details. In summary, our loop analysis is as 
follows. 
 

 
 
Finally, to determine whether dots identified with < 1-kb resolution data may possibly affect our results, 
we kept dots only from > 1-kb resolution data and repeated our analysis. We obtained ~56,377 dots 
that show no change from our previous results of ~75,190 dots in terms of loop strength, loop size, 
and correlation with transcription (Fig. 7; compare with Fig. 1b in the main text). Thus, according to 
our results and those of other groups, Mustache and Chromosight can be applied to identify dots in 
high-resolution Micro-C data without exhibiting a bias that could compromise our conclusions. 
 
(Fig. 7) 
 

 
 



1.1.2 Issues for interpretation related to possible visibility biases of enhancers and promoters. Key contributions 
of the manuscript would not stand if these dots were called due to technical biases instead of actual 3D folding: 
 
“Specifically, the strength of E-P and P-P interactions positively correlates with the level of gene expression, 
while cohesin loops show no such correlation” This is expected if the micro-C signal at sub-kilobase resolution 
is sensitive to E-P accessibility. 
 
Response: We show that these results hold true when using Hi-C data, albeit the degree of correlation 
between E-P/P-P strength and gene expression is much more evident in Micro-C data (Extended 
Data Fig. 1j). 
 
“Remarkably, acute depletion of CTCF and cohesin had a negligible impact on the E-P and P-P loops, with 
~80% of E-P contacts (Fig. 3c) and 90% of P-P contacts (Fig. 3d) remaining unaltered.” Due to the coverage 
bias at dots called at higher resolutions, this likely reflects the visibility/accessibility of these regions, rather 
than their physical interaction in 3D. It sounds like the nature of the micro-C dots called between E-P (3D 
contacts vs. accessibility/technical biases) will remain uncertain until authors can profile a condition or treatment 
where the micro-C signal between E-P is affected genome-wide while accessibility remains unchanged. 
 
Response: Since we have demonstrated that the Micro-C signal is not biased toward accessible 
chromatin (please see the response to 1.1) and we have provided strong evidence to dispute the 
problem of calling dots at high resolutions (please see the response to 1.1.1), we assert that all the 
main conclusions in the manuscript remain unchanged. Importantly, we here emphasize that the E-P 
interactions were quantified with Micro-C data at 2- or 4-kb resolution, which is clearly not affected by 
possible visibility biases as the reviewer stated. 
 
In addition, a recently published paper indicated that CTCF loss significantly changes ~70% of ATAC-
seq peaks located around promoters, enhancers, and CTCF binding sites (Xu et al., 2021). If the 
changes in chromatin accessibility were to bias the Micro-C signal, we would expect massive changes 
in E-P interactions in our results. However, we find that only < 15% of total E-P/P-P interactions are 
affected by CTCF depletion, further ruling out the possibility of an accessibility bias in Micro-C data. 
 
1.1.3 Orthogonal experimental validation. If technically possible, an orthogonal method such as DNA FISH 
(e.g. ORCA?) based assays could be deployed to establish the nature of the E-P interactions called at high-
resolutions in micro-C and address concerns of point 1. 
 
Response: The average length of high-resolution E-P loops is ~20 kb in mammals (Gasperini et al., 
2019: CRISPRi screening assay; Hsieh et al., 2020: Micro-C). However, the published ORCA method 
only resolved a ~130-kb region with a 2-kb resolution at best (Mateo et al., 2019). Given the 
localization error derived from fluorescence-based imaging (Brandão et al., 2021), we doubt that DNA 
FISH or ORCA would provide conclusive results to validate the high-resolution Micro-C signal. In 
addition, perfecting a robust experimental system and analysis framework could take months or 
longer, while we believe this burdensome effort would at best add tangentially to the primary focus of 
this manuscript. We thus think validation using ORCA is not an ideal option.  
 
Instead, we think that analyzing the Micro-C signal surrounding well-characterized and functionally 
validated E-P contacts (e.g., by a CRISPR-based assay) (Moorthy et al., 2017) is more likely to give 
us a definitive conclusion. Indeed, in our previous mammalian Micro-C paper (Fig. 8) we confirmed 
that these E-P interactions can be clearly detected as dots or stripes in Micro-C, suggesting that Micro-
C can capture the most genuine and functional 3D chromatin contacts. 
 
(Fig. 8) 
 



 
 

 

 
 
1.2.1 Mapping & filtering, and genotypes. There appear to be issues with either mapping or cell line differences 
from the reference assembly leading to off-diagonal artifacts. It would be helpful to demonstrate that such 
features do not impact downstream analyses.  
 

 



 
Response: We thank the reviewer for pointing this out. After rechecking our Micro-C contact matrices, 
we found that the off-diagonal signals are rare and appear even more widespread in the standard 4D 
nucleome Hi-C data (see examples shown in the same region in Fig. 9). These signals are thus not 
artifacts derived from our cell genotype or data mapping and filtering. Additionally, these off-diagonal 
noises are removed at the beginning of our analysis pipeline due to the lack of promoters and 
enhancers (most of them consist of repeat elements) and span a much larger distance than most E-
P interactions. We thus argue that off-diagonal artifacts have minimal, if any, effect on our E-P loop 
analysis. 
 
(Fig. 9) 
 

 
 
1.3 Concern that degron leakiness alters the perceived effect of degrading target proteins. Substantial variation 
exists between untreated (UT) conditions, which is not accounted for in the analysis or interpretation. For 
example, dots readily visible in YY1-UT appear absent in all other UT samples in the genomic region displayed 
in Figure 1. 
 
Differential analyses relative to untagged reference cells, in addition to untreated cells, should be reported. 
 
Response: To determine to what extent degron leakiness may affect our “untreated” cells, we 
quantified CTCF, RAD21, WAPL, and YY1 protein levels in each degron clone and compared them 
to wild-type cells by Western blot (Extended Data Fig. 2b-c and Fig. 17 below). We also conducted 
correlation test, reproducibility tests and differential analyses of all untreated samples in ChIP-seq 
(Extended Data Fig. 3a-c), Micro-C (Extended Data Fig. 4a-d), and RNA-seq data (Extended Data 
Fig. 5a). Although CTCF-AID, RAD21-AID, and YY1-AID cell lines show some basal degradation 
(~40%, ~30%, ~25% reduction of protein levels compared to wild type cells, respectively), we find no 
significant changes in chromatin association, 3D genome organization, or transcriptome in these 
untreated cells. The results of our quality controls are summarized below in Fig. 10 (please refer to 
the manuscript for full details). 
 
(Fig. 10) 



 

 
 
 
Concerns regarding transcription analysis by mNET-seq 
 
2.1 Lack of positive control to conclude about the absence of change. Authors make strong and thought-
provoking claims about the lack of widespread changes detected by their mNET-seq approach. This raises the 
question: can authors detect widespread transcriptional changes with their approach? The conclusions as stated 
require reporting experiments where a greater number of changes are detected, as to set the basal expectation. 
 
2.1.1 It is essential that authors establish the time resolution of mNET-seq in their hands. In other words how 
quickly can authors expect to detect pervasive transcription changes? Assaying the CTCF/RAD21/WAPL-AID 
cells at later time points could establish that transcriptional dysregulation can eventually be detected in these 
cells with the mNET-seq approach. Given that CTCF and WAPL depleted cells do not have cell cycle defects 
it may make most sense to assay one or both of these lines at later time points (e.g. 6h, 12h or 24h). 
 
2.1.2 It is essential that authors establish expectations after short-term degradation of factors more directly 
involved in transcription. Without this comparison it is difficult to conclude much about the small number of 
differentially transcribed genes after only 3h. YY1 depletion dysregulated ~325 genes, which is the most 
compared to CTCF/RAD21/WAPL. It is difficult to estimate what is the upper expectation for the number of 
dysregulated genes after acute depletion of a transcription factor. This could easily be achieved using mESCs 
where transcription factors more directly linked to promoter or enhancer activity can be depleted and performing 



the same mNET-seq experiments after 3hrs (e.g. existing OCT4, NANOG or SOX2-degron cells, or using BRD 
inhibitors). 
 
Response: To address comments 2.1, 2.1.1, 2.1.2, we now include a positive control (dBET6 BRD 
inhibition) and a time-course mNET-seq experiment (0, 3, 12 and 24 hrs of IAA treatment) for CTCF, 
RAD21, WAPL, and YY1 depletion with a calibration control in the revised manuscript. 
 
Consistent with a previous study that identified ~7,400 differentially expressed genes (DEGs, padj < 
0.05) (Arnold et al., 2021), we detected ~6,410 DEGs (padj < 0.01 & > 2-fold change) after a 2-hr 
treatment with dBET6 (Extended Data Fig. 5b). The result indicates that our mNET-seq method can 
detect massive transcriptional changes. 
 
Our degradation time course revealed that CTCF depletion leads to immediate transcriptional 
deregulation of ~60 genes (padj < 0.01 & > 2-fold change) (Fig. 2h and Extended Data Fig. 5c-d). 
The result is consistent with a PRO-seq analysis (Luan et al., 2021) that reported ~122 DEGs (padj < 
0.05 & > 2-fold change) after 4 hours of CTCF depletion. While RAD21 depletion for 3 hours did not 
cause significant transcriptional changes, extended cohesin depletion led to drastic transcriptional 
deregulation (over thousands of DEGs), possibly because of the secondary effects such as cell cycle 
defects (Fig. 2h and Extended Data Fig. 5c-d). While our WAPL depletion clearly increases the 
fraction of cohesin retention on chromatin (~35%) (Extended Data Fig. 2h) and expands the grid of 
cohesin loops in Micro-C maps (Extended Data Fig. 4h), we do not detect a global effect on 
transcription across the time course (~10 DEGs, padj < 0.01 & > 2-fold change) (Extended Data Fig. 
5c-d), contradicting the previous study that found ~779 DEGs (padj < 0.05) after 6-hour WAPL 
depletion using TT-seq (Liu et al., 2021). We noticed that we have used a more stringent cut-off to 
call DEGs than other studies. By adjusting the threshold to padj < 0.05, we can detect more DEGs in 
the range comparable to previous studies (DEGs=~394).  
 
Together, we conclude that 1) our mNET-seq method is sensitive to massive transcriptional 
alterations; 2) our mNET-seq results largely agree with previous reports; and 3) many of the DEGs 
detected using “padj < 0.05” fail to survive with “padj < 0.01 & 2-fold change”, indicating that these 
changes to gene expression are mild (see Table below). 
 

 
 
 
 
 
2.2 Authors must confirm that the dysregulated genes are changing because of CTCF/RAD21/WAPL rather 
than auxin treatment. 

* Data in this study are colored with darker shade. 
* This manuscript reports the results obtained with the most stringent cut-off (padj < 0.01 & > 2-fold change after LFC shrinkage). 
 



Authors state that “This suggests that while CTCF and cohesin are required for the transcriptional maintenance 
of only a small subset of genes, those genes tend to require the presence of both factors.” An alternative 
explanation is that auxin treatment in Tir-expressing cells affects those genes, irrespective of CTCF/RAD21 
degradation (as reported by Liu et al. 2021 Nature Genetics PMID 33318687 by mRNA-seq at later timepoints). 
For example it is surprising that cyp1b1, a member of the cytochrome P450 family, is the highest upregulated 
gene across conditions. It would be important that authors perform mNET-seq in such their Tir1-only expressing 
cells treated with auxin, or rephrase their statements and interpretations to account for this possibility. 
 
Response: In our latest analysis of the new data and Tir1 parental cells treated with IAA we do not 
observe a significant change in those cytochrome-related genes even after 12-hr treatment 
(Extended Data Fig. 5c-d). The full list of RNA-seq and mNET-seq results are available in 
Supplemental Table 11-12. 
 
2.3 In the absence of internal calibration, is it possible that authors are missing global down- or up-regulation 
of transcription (e.g. see Arnold et al. 2020 Mol Cell PMID 34324863 for how internal calibration of mNET-
seq can alter interpretations)? Please comment on the ability of the current protocol to detect global 
homogeneous changes in the main text, assuming that performing calibrated mNET-seq experiments is out of 
the question. 
 
Response: We included an internal calibration for our latest RNA-seq (ERCC) and mNET-seq 
(Drosophila S2 cells) experiments. Consistent with previous reports claiming no global transcription 
change after CTCF and RAD21 depletion (Luan et al., 2021; Rao et al., 2017), our calibration also 
indicates that there is no apparent global effect on gene expression after loss of CTCF, RAD21, 
WAPL, and YY1 (Extended Data Fig. 5c-e). 
 
2.4 The authors do not report the technical reproducibility of their mNET-seq and RNA seq data. Please include 
pairwise correlations between all replicates in all conditions (using either gene body or promoter for mNET-
seq). 
 
Response: We included the reproducibility analysis in Extended Data Fig. 5a. Please also see a 
brief summary in Fig. 10 above. 
 
2.5 Please include a suppl. table with the differentially transcribed genes detected in each mutant. 
 
Response: We included the tables reporting the results of RNA-seq and mNET-seq in Supplemental 
table 11-12. 
 
Further confirmation that these new AID cells undergo near-complete degradation would be helpful. 
 
3.1 Controls for all AID targets. Western blot is unlikely to pick up 5-10% remaining protein. Given that authors 
introduced fluorescent tags together with their degrons it would be helpful to show flow-cytometry data of 
untreated and 3h-treated cells together with untagged cells, separately for CTCF, RAD21, WAPL (they already 
present the YY1 data in Ext. Data Fig. 5a). It would also be especially helpful if authors could report whether 
long-term depletion leads to the cellular defects previously reported for these factors in mouse ES cells (CTCF: 
stop in proliferation after 4 days; RAD21: block in mitosis and cell death within 2 days ; WAPL: exit from 
pluripotency after 2-4 days - See Liu et al. 2020 Nature Genetics PMID 33318687, Nora et al. 2017 Cell PMID 
28525758, Kubo et al. 2021 NSMB PMID 28525758 etc…). Can authors comment on what happens to YY1-
depleted cells, do they survive? 
 
Response: 
Validation of target protein degradation 
Since excessive amount of BFP or auto-fluorescence accumulate in the cytoplasm after IAA 
treatment, we were unable to accurately quantify relative protein levels using flow cytometry (Fig. 
11A). We thus quantified nuclear BFP intensity using confocal imaging and found that the results are 



consistent with our Western blot data (Fig. 11B; please see (Gabriele et al., 2021), Fig. S4 for full 
details). We also used biochemical fractionation to enrich the chromatin-bound fractions and 
determine how much of the target protein residue remained on chromatin. Upon 3-hr depletion, CTCF 
(100%), RAD21 (100%), and WAPL (~90%) are nearly completely degraded and free from the 
chromatin fraction (Fig. 11C and Extended Data Fig. 2h). 
 
Cell growth/death analysis 
Consistent with previous findings the reviewer cited above, we found that the depletion of CTCF and 
RAD21 led to cell growth defects, while WAPL depletion caused only a mild growth defect (Fig. 11D; 
please see (Gabriele et al., 2021), Fig. S5 for full details). Additionally, we analyzed the ratio of dead 
cells by staining them with Annexin V and Propidium Iodide throughout the degradation time course. 
Only RAD21 depletion results in widespread cell death after 12 hours (Fig. 11E). 
 
Together, we confirmed that proteins are nearly completely removed from chromatin within 3-hr of 
IAA treatment, and cells depleted of these proteins display the same long-term phenotypes as the 
previous reports.  
 
(Fig. 11) 
 

 
 
 
3.2 Controls for WAPL deficiency. Authors assume near-complete depletion of WAPL based on Western blot 
analysis with the HA tag, brought together with the AID. However given the micro-C signal it seems unlikely 
that the Wapl depletion triggered maximum cohesin retention. Extended Data Figure 3D indicates that the 
micro-C signal at pre-existing dots remains unchanged after WAPL depletion. It looks like Wapl loss is much 
less complete than other studies in the field, e.g. Haarhuis et al. 2017 (Cell PMID 28475897) and Wutz et al. 
(PMID: 29217591) where extended grids of peaks emerge and the derivative of contact density shifts strongly 
rightward. This makes the author’s reports of little transcriptional change somewhat inconclusive, as it may 
simply be due to technical issues of their cell line generation. It would be helpful if authors could characterize 
the effect of their WAPL degradation: How much more cohesin is there on chromatin after 3hr of WAPL 
depletion in these cells? It would be informative if authors could perform calibrated ChIP-seq for core cohesin 
subunits after 3hrs of WAPL degradation (compared to either untreated and the WAPL untagged cells with all 



the other tags also present in the WAPL-AID line [CTCF-halo, RAD21-SNAP]). Alternatively authors could 
perform careful quantifications of chromatin-bound core cohesin subunits by western-blot, but this might be 
difficult as one would only expect a maximum 2-fold increase of cohesin, given that around 50% of cohesin is 
already bound before WAPL depletion. The authors should also update their reported conclusions in light of the 
potential technical confounders. 
 
Response: We believe the reviewer may be misinterpreting some of the results reported in those two 
WAPL perturbation papers. Haarhuis et al. used the HAP1 cells with WAPL knockout, and Wutz et al. 
used RNAi to knock down WAPL in HeLa or MEFs for 3 days. Their experimental conditions and the 
questions of interest are very different from ours. First, since the residence time and target search 
time of cohesin are longer than 20 min in mESCs, we do not necessarily expect that cohesin can 
reach maximal retention after only 3 hrs of WAPL depletion (and we did not claim it in the manuscript). 
We are more interested in the immediate short-term effect of WAPL depletion on the 3D genome and 
transcription, rather than studying the endpoint result after cells undergo unknown processes. Second, 
we do not expect WAPL depletion to drastically increase the contact intensity of pre-existing loops. 
As shown in Haarhuis et al. and the latest pre-print in Liu et al. by the de Wit lab, WAPL depletion 
does not substantially increase the contact intensity of the pre-existing dots (Fig. 12, top panels). By 
comparing the P(s) curve from Haarhuis et al. and differential P(s) curve (6 hr, green line) from Liu et 
al. with our Micro-C data, we find a similarly right-shifted P(s) curve (Fig. 12). Critically, aggregate 
peak analysis across multiple ranges of genomic distance shows substantially stronger extended 
cohesin loops (> 250 kb and beyond) in WAPL depletion (Fig. 12, bottom panel), indicating a longer 
retention of cohesin-mediated extrusion. Third, we observe ~35% increase of cohesin binding on 
chromatin following 3-hr WAPL depletion in our biochemical fractionation assay (Extended Data Fig. 
2h). Together, we provide strong evidence that a 3-hr WAPL depletion is sufficient to increase cohesin 
retention on chromatin and extend the grids of cohesin loops. However, these additional long-range 
loops have no immediate effect on transcription.  
 
Even though the reviewer’s concerns here are based mainly on some misguided references to 
previous studies, we added a comment in the main text noting that our WAPL cell line does not 
achieve maximum degradation and cohesin retention within 3 hours, but it is sufficient to determine 
whether additional cohesin retention and extended loops may affect transcription. 
 
(Fig. 12) 
 

 
 

 



 
3.3 Issues with YY1 degradation. 
The majority of YY1 peaks were diminished, but only ~50% of peaks (n = 15075) were called significantly 
changed by differential peak analysis. Does that mean the depletion is not complete? How do we interpret the 
seemingly complete depletion base of Western and flow cytometry then - are these assays not sensitive enough? 
Or is it because the YY1 ChIP-seq was not calibrated? Could it be because authors use the miniIAA7 tag with 
osTir1, instead of atAFB2 as recommended by citation 64, Li et al. Nat Methods PMID 31451765? 
 
Response: We performed a new spiked-in ChIP-seq experiment for YY1 using different antibodies to 
validate that the residual signal was not caused by detection of off-target proteins by the antibody. We 
confirmed that >85% of peaks (total=34342) were significantly reduced upon loss of YY1 (Extended 
Data Fig. 7c-e). Our differential peak analysis shows consistent results regardless of whether spike-
in normalization is included (with spike-in: 94.7% changes, without spike-in: 85.6% changes), 
suggesting that our analysis using empirical Bayes approach is less biased by global homogenous 
change. Furthermore, we confirmed by confocal imaging and biochemical fractionation that YY1 
degradation is nearly complete (Extended Data Fig. 7b and h).  
 
For YY1 degradation, we did use the parental cell line with stably expressing atAFB2 as reported in 
(Li et al., 2019). 
 
Conflating time elapsed with primary versus secondary effects on transcription. Author conclusions assume that 
the larger transcriptional consequences reported by others in similar cell lines likely reflects secondary 
consequences from a small subset of affected genes. While this could very well be true, it is also possible that 
direct primary transcriptional consequences of RAD21/CTCF/WAPL/YY1 depletion are slow-manifesting. 
Some evidence suggest that some of the slow-manifesting transcriptional picked up by previous studies could 
be consequences of direct cis-regulatory impacts: for example, over 80% of the genes down-regulated at mRNA 
level after one day of CTCF degradation by Nora et al. 2017 Cell PMID 28525758 had CTCF binding in their 
promoter. While it is challenging to disentangle slow primary defects from rapid secondary ones with the 
approaches used by the authors, the possibility that some primary consequences may be slow-manifesting should 
be discussed off the bat in the text, as it is an obvious expectation, rather than brought up only in the discussion 
under a “time-buffering” model. 
 
Response: The reviewer cited Nora et al. to describe the “slow-manifesting” transcriptional effect 1 
day after CTCF depletion. However, the biological definition of a “slow-manifesting” effect is unclear 
to us. First, promoter bound CTCF can act as a transcription factor or a mitotic bookmarking factor. In 
this case the definition of “slow-manifesting” is in line with our “time-buffering” model. Second, this 
study used bulk RNA-seq analysis to interpret the transcriptional effects of CTCF depletion. This 
means their observations are comprised of mixed results of 1) 3D genome reorganization upon CTCF 
depletion; 2) secondary transcriptional effects; 3) total pool of mRNA before and after CTCF depletion; 
and 4) secondary effects of post-transcriptional RNA processing and buffering. Thus, we do not plan 
to discuss the “slow-manifesting” transcription in our manuscript without a definitive clarification and 
example. 
 
5. Please include annotated .gb files for all targeting constructs mentioned in Table S1, rather than stating 
“sequence available upon request”. Please either make the vectors available on addgene or by simply add 
annotated .gb sequence files as supplementary data. 
 
Response: We now provide the sequence files of all targeting constructs in Supplementary files. 
 
Minor points: 
 
Captions are not always complete. e.g. it is not clear what microC data are plotted in Fig. 1: untreated YY1? 
something else? 
 
Response: Corrected. 



 
Authors mention identifying 75,000 dots in the text but the 4-category breakdown in figure 1a-b only adds up 
to 42,000 (assuming the random and promoter-random categories are shuffled controls?). Please clarify and 
include the missing “other” category in the figure caption. 
 
Response: About 25% of loop anchors do not enrich for any specific 1D chromatin pattern. Those 
loops were excluded from further analysis. Please also see Hsieh et al (2019) for more details and 
full list in Supplemental Table 6. 
 
A heatmap showing correlations between micro-C replicates, or a table or pairwise correlations, should be added 
to the supplement. 
 
Response: Added in Extended Data Fig. 4b-d. 
 
It would be helpful if authors could refrain from using interchangeably “dots” and “loops”. “Dots” seems the 
most accurate description of the peak-calling result, without making assumptions about the underlying 
conformation which can only be resolved through modeling or imaging. 
 
Response: The focal enrichment contacts in Hi-C data are referred to as “loop” (e.g., CTCF/Cohesin 
loops) and enhancer-promoter interactions are historically called E-P loops in most of the literature. 
While we agree with the reviewer's point that not all cohesin-mediated contacts and E-P/P-P 
interactions are formed through physical looping, and some studies may suggest using "dots" instead 
of "loops," we chose to use "loops" over "dots" to describe these enhanced focal contacts in this 
manuscript to match the most commonly used term in the field. We now include a note in the Methods 
section to motivate our terminology choice. 
 
Is there anything special about the genes immediately dysregulated after CTCF degradation? E.g. they have 
CTCF binding in their promoter? Are they sitting next to any relevant micro-C feature (stripe, dot, boundary…)? 
It would be helpful if authors confirmed their data showed these aspects of previous studies, or discuss why it 
might not. 
 
Response: The genes that immediately respond to 3-hr CTCF depletion show slightly higher CTCF 
occupancy than other genes (Fig. 13, left). These dysregulated genes are also enriched at loop 
anchors (called by mustache) and TAD boundaries (called by arrowhead) (Fig. 13, right), but the 
enrichment is restricted at the early time point, which again points to indirect transcriptonal effects of 
CTCF depletion at later time points.  
 
(Fig. 13) 
 

 
 
 
“These studies have shown that while CTCF and cohesin play only a minor role in compartmentalization” While 
this is true for CTCF depletion, it was reported by many group that cohesin antagonizes compartmentalization, 
so that compartmentalization patterns are greatly affected in RAD21, NIPBL or WAPL depletion (e.g. Rao et 



al. 2017, Schwarzer et al. 2017, Haarhuis et al. 2017). Authors may want to reword to reflect this. 
 
Response: We corrected this sentence to “These studies have shown that while CTCF plays only a minor 
role in compartmentalization, CTCF and cohesin removal largely eliminates TADs and chromatin loops 
anchored by these proteins across the genome.” 
 
The following sentence makes it sound like measuring 3D interactions between E-P by micro-C at sub-kilobase 
resolution in mammalian genomes is already established. “We recently reported that Micro-C can effectively 
resolve ultra-fine 3D genome folding at nucleosome resolution, including E-P and P-P interactions, thus 
overcoming this limitation, 24–27.” Ref 27 (Hansen et al. 2017) is cited to support that micro-C can effectively 
detect E-P and P-P interactions at nucleosome resolution. The sequencing depth in that study did not allow for 
nucleosome resolution. Indeed Hansen et al. 2017 reported around 14,000 loops vs 75,000 here. Similarly Ref. 
24-25 are previous publications from the present author this time in S. cerevisiae, where there was no mention 
of E-P or P-P dots at nucleosome resolution. Please remove these citations here or rephrase the sentence to 
distinguish technology development (micro-C) from biological interpretation (E-P interactions). 
 
Response: We corrected the citations in this sentence to “We recently reported that Micro-C can 
effectively resolve ultra-fine 3D genome folding at nucleosome resolution24,25, including E-P and P-P 
interactions7,17, thus overcoming this limitation.” Ref 24 and 25 are the first two yeast Micro-C studies 
probing nucleosome-resolution chromatin structure. Ref 7 and 17 are the first two Micro-C studies 
applied to mouse and human that focus on E-P interactions. 
 
“We note that Micro- C has much higher sensitivity for detecting E-P and P-P contacts compared to Hi-C, 
establishing Micro-C as a more suitable assay to study genome organization relevant to transcription regulation 
genome-wide in an unbiased manner.” It is not fair for authors to state micro-C is unbiased, it simply has milder 
biases than Hi-C, so this should be reworded. 
 
Response: We changed to “We note that Micro-C has much higher sensitivity for detecting E-P and P-P 
contacts compared to Hi-C, establishing Micro-C as a more suitable assay to study genome organization 
relevant to transcription regulation genome-wide in a less biased manner” 
 
“Newly transcribed RNAs generally have a higher correlation with E-P contacts than with compartments and 
TADs (Extended Data Fig. 1f)” what does correlation with TADs mean? Which score is used? Strength of 
insulation? Averaged over the two boundaries? Please clarify. 
 
Response: We used the corner score from the Arrowhead analysis. In general, higher values indicate 
a greater likelihood of being at the corner of a contact domain, which is largely correlated with the 
strength of TADs.  
 
In paragraph “Acute depletion of CTCF, cohesin, and WAPL perturbs structural loops,” please include a 
sentence in the main text explaining that these experiments were done without internal spike-in calibration, so 
authors cannot conclude about possible differences in overall binding (it is likely that the loss of CTCF/RAD21 
signal is under-estimated without calibration). Without calibration, authors should tamper the statement “While 
cohesin peaks are generally lost upon CTCF degradation, CTCF binding is unaffected by altering the level of 
cohesin on chromosomes” - it is possible that CTCF levels are overall higher or lower. “RAD21 or WAPL 
depletion caused only a 10 to 20% reduction in CTCF peaks” - please clarify “number of peaks” (current 
sentence could be interpreted as referring to signal intensity). Maybe worth rephrasing to also account for that 
in ref. 11 (Rao et al. Cell 2017) the CTCF ChIP-seq after RAD21 depletion was not calibrated either. 
 
Response: 1) We included a sentence indicating our ChIP-seq data for CTCF and Cohesin are not 
spike-in normalized. 2) However, the description about changes in chromatin association is confirmed 
by biochemical fractionation analysis. Our conclusion thus remains the same. 3) The sentence is now 
corrected. 
 
“Nevertheless, upon rapid induction (1 hour) of erythroid differentiation, YY1 triggers little or no change in 



H3K27ac and H3K27ac-anchored HiChIP interactions” - phrasing is confusing. Maybe authors could instead 
write that “YY1 redistribution triggers little or no change…”, as this was not an inducible-degradation approach. 
 
Response: The sentence is rephrased. 
 
YY1 was suggested to play a more prominent role in differentiated cells compared to mouse ES cells. It would 
be fair to acknowledge this when citing ref. 61. Beagan et al. Genome Research PMID 28536180. 
 
Response: We included the details. 
 
Please rephrase the following sentence to reflect that the authors only investigated the situation after 3hrs. “In 
summary, we find that, while CTCF, cohesin, and WAPL may regulate some gene expression, their acute 
depletion affects the transcription of only a handful of genes in mESCs, which largely encode pluripotency and 
differentiation factors.” 
 
Response: We rephrased to “In summary, we find that, while CTCF, cohesin, and WAPL may regulate some 
gene expression, their acute (3 hours) depletion affects the transcription of only a handful of genes in mESCs, 
which largely encode pluripotency and differentiation factors.” 
 
Tir1 transgenes are missing in cartoons of Extended Fig. 2 for all the cell lines. 
 
Response: We included the information. 
 
  



Reviewer #2: 
 
In their manuscript, Enhancer-promoter interactions and transcription are maintained upon acute loss of CTCF, 
cohesin, WAPL, and YY1, Hsieh et al. explore the role of architectural proteins on E-P interactions and gene 
expression by a combination of micro-C and nascent transcriptomics in mESCs. Their findings are as follows: 
1- Using micro-C in combination with a new loop caller, Mustache, they identify many new looping interactions 
between enhancer and promoters. 
2- Acute (3hr) loss of CTCF, Rad21, WAPL, and YY1 does not perturb the frequency, location, or strength of 
most newly identified E-P interactions. 
3- Acute (3hr) loss of CTCF, Rad21, WAPL, and YY1 does not affect global gene expression. 
4- Cohesin loss alters YY1 binding dynamics. 
 
The authors propose a time-buffering model, which I quite like and do think that it reconciles their and others’ 
largely negative results related to acute loss of architectural proteins and gene regulation. However, I do have 
some concerns outlined below: 
 
The main criticism of this paper pertains to the validity of the newly identified loops, which is the basis of their 
largely negative results and major conclusions. The authors utilize a new genome-wide, 3C-based method 
known as Micro-C along with a very new loop caller they recently developed (Mustache) and claim to identify 
new looping interactions not previously identified by Hi-C. Surprisingly, the loop caller alone adds a significant 
amount of new loops even from the authors’ previous Micro-C analyses. While this makes sense in theory given 
the higher resolution MNase digestion would generate over convention, some of the features associated with 
these new loops does raise a few red flags. 
 
That is, the authors find that these new loops correlate with transcription, frequently traverse TAD boundaries, 
and are robust to acute depletion of CTCF, cohesin, WAPL, and YY1. While these interactions may indeed be 
a novel and important discovery, the authors’ conclusions are almost entirely based on these negative results. 
Importantly, they do not completely rule out the possibility that these new interactions are instead an artifact of 
the approach. For instance, transcriptional sites would of course also be associated with more open chromatin 
and higher MNase accessibility in general. It was not clear from the methods how the authors normalize their 
data to MNase digestion biases similar to how typical Hi-C data is normalized to the density and location of 
site-specific restriction digestion. It would also be good to know if frequent exceptions to this correlation exist 
wherein Micro-C is detecting new loops not associated with high levels of open chromatin or transcription. If 
so, do these also share the same features as mentioned above. Are the new loops dependent on transcription as 
could be determined via polII inhibition or mutational analysis? Surely, these resources are available for 
mESCs? 
 
Response: The reviewer questioned 1) if the fine-scale chromatin dots detected in Micro-C are due 
to higher accessibility of micrococcal nuclease (MNase) to promoters and enhancers, which may bias 
the Micro-C signal towards these regions; 2) how Micro-C data are normalized; 3) how transcription 
affects chromatin loops. We here cited studies and performed additional analyses to address these 
questions below. 
 
MNase digests chromatin uniformly 
Please see response to Reviewer #1 above (point 1.1) 
 
Matrix balancing implicitly corrects systemic biases  
The 3C-based assays involve a series of biochemical reactions that may introduce noise to the data 
analysis and the final results. Such noise must be eliminated before interpreting the data. Early 
normalization methods for Hi-C data focused on explicit factors causing noise. Factors like sequence 
uniqueness, GC content, uneven distribution of restriction sites across the genome may introduce 
biases into the 3C-based analysis (Yaffe and Tanay, 2011). As a solution to these issues, the Mirny 
and Aiden labs proposed using matrix balancing methods to handle all noise sources “implicitly” 
(Imakaev et al., 2012; Rao et al., 2014). Two fundamental assumptions underlie the methods: 1) 



visibility across all genomic regions should be equal, and 2) all Hi-C biases are one-dimensional and 
factorizable. A balanced matrix should allow equal visibility to any genomic locus regardless of system 
biases, that is, a normalized matrix whose rows and columns sum to the same amount. In Micro-C/Hi-
C analysis, three primary matrix balancing algorithms are commonly used, including "the square root 
of vanilla coverage (VC)", "Knight-Ruiz (KR)", and "Iterative Correction and Eigenvector 
decomposition (ICE)". The idea of VC is similar to coverage normalization as it divides each matrix 
element by its row sum and column sum to eliminate different sequencing coverage of each locus. 
ICE and KR repeat the VC process until all rows and cols sum to the same value and converge. 
Results from KR and ICE are typically nearly identical and highly reproducible. Additionally, we often 
performed distance normalization (e.g., observed/expected) to remove the bias caused by 1D 
distance-dependent interactions in 3C-based data. 
 
Micro-C is not biased toward chromatin accessible regions 
Please see response to Reviewer #1 above (point 1.1) 
 
Clarification of Micro-C loop analysis 
The new loop callers Mustache (Ardakany et al., 2020) and Chromosight (Matthey-Doret et al., 2020b) 
reported a technical advance in computer vision that detects blob-shaped organizational features in 
Hi-C/Micro-C contact maps with a higher sensitivity than previous methods. Even with Hi-C data, the 
algorithms can identify much more loops than HICCUPS (the method most widely used in the field) 
(Fig. 14, left panel). Both studies also confirmed detecting more loops in Micro-C compared with Hi-
C (Fig. 14, right panel). Similarly, in our previous study, we demonstrated that Micro-C detects ~5-
fold more loops than Hi-C when using HICCUPS. We confirmed that the results remain unchanged 
regardless of which loop callers are used or excluding these newly identified loops by 
Mustache/Chromosight. Furthermore, we did not use the de novo loops called by Mustache or 
Chromosight for the analysis of TAD boundary crossing. Instead, we quantified the paired E-P 
interactions with the Micro-C data at 2-kb or 4-kb resolution. The figure legend is now revised to clarify 
our analysis. 
 
(Fig. 14) 
 

 
 
The effect of Pol II inhibition on E-P interactions 
For a detailed analysis of Pol II inhibition on E-P interactions, please see our previous study in Hsieh 
et al. 2020 and Fig. 15 below. In brief, treatment with Pol II inhibitors triptolide or flavopiridol 
moderately reduces E-P or P-P interactions and substantially attenuates chromatin stripes associated 
with promoter and enhancer loci. 

 
(Fig. 15) 
 



 
 
But most concerning is that they find that many (29-30%) of these loops traverse a TAD boundary. While it is 
true that boundaries have been found to be variable and TAD insulation is not strict, it is hard to imagine that 
stable or frequent E-P interactions traversing a boundary would represent a functional interaction. So far, a large 
body of literature point to the fact that cognate promoters and enhancers tend to be within the same TAD. For 
instance, this reviewer is not aware of any developmental gene whose functionally validated enhancer has been 
mapped outside of the same TAD and if so this is an extremely rare event. And recent estimates from eQTL 
studies suggest that >95% of variants are also located within the same TAD as the associated gene (Delaneau et 
al., 2019). Similar conclusions have been made from perturbation studies in mESCs (Sun et al., 2019). How do 
the authors reconcile their results with these findings? 
 
Response: Our data reporting that ~30% of loops cross a TAD boundary are largely consistent with 
previous studies. First, a recent CRISPRi-based enhancer screening reported that ~30% of E-P 
interactions do not fall into the same TAD (Gasperini et al., 2019). Second, promoter Capture Hi-C 
experiments (Sun et al. 2019) also observed that ~24% of promoter-centered interactions are not 
constrained within the same TAD, which aligns with our findings. Third, emerging evidence by single-
cell Hi-C and super-resolution imaging indicates that TADs are dynamic chromatin structures that 
constantly form and dissolve (Bintu et al., 2018; Cattoni et al., 2017; Giorgetti et al., 2014; Nagano et 
al., 2013; Stevens et al., 2017). Associations between regions in the same TAD are not necessarily 
pervasive and interactions are common between neighboring TADs (Finn et al., 2019; Mateo et al., 
2019). Cohesin can traverse across boundaries frequently and mediate domain intermingling 
(Luppino et al., 2020; Szabo et al., 2020). Fourth, the latest evidence indicates that the perturbations 
of TAD boundaries around the Sox2 and HoxD regions are mostly harmless to embryo development 
(Chakraborty et al., 2022; Rodríguez-Carballo et al., 2020), suggesting that high affinity enhancer-
promoter interactions can overcome structural barriers. Finally, since the eQTL analysis in Delaneau 
et al., is based on the correlation of a set of ChIP-seq data for histone modifications, the cis-regulatory 
domains (CRDs) identified in this study most likely represent local chromatin domains segregated by 
chromatin states (e.g., active or inactive regions) rather than long-range E-P loops. It is uncertain 
whether this computational structure fully reflects 3D genome structures in situ. A recent study 
indicates that analysis of chromatin loops outperforms eQTL in explaining neurological GWAS results, 
suggesting there may be much ampler information in high-resolution 3D genome maps than in eQTL 
analyses (Lu et al., 2020). Together, our findings of cross-TAD interactions are largely consistent with 
other studies, arguing that communication between enhancers and their cognate genes in another 
domain is not uncommon. 
 
Lastly, many studies have shown, from sequencing and imaging-based methods, that loss of cohesin or WAPL 
changes chromatin compaction both within and between TADs. Even indirectly, this would be expected to alter 
promoter-enhancer proximity. And yet, the authors show no change in number or strength of their newly 
identified interactions in the absence of several architectural proteins. 
Given the above, it seems extremely important that the authors validate their new looping interactions through 



orthogonal methodology such as 3C, Capture-C, or 5C that each would result in comparable resolutions to that 
of Micro-C. In addition, if the authors were to bin their data to artificially reduce their resolution to that 
comparable to Hi-C, would these interactions disappear upon reanalysis? At the very least, this would show that 
they are dependent on the unprecedented high resolution achieved by Micro-C. 
 
Response: We note that recent studies using orthogonal methods such as HiChIP (Kubo et al., 2021) 
and Capture Hi-C (Thiecke et al., 2020) have reported similar results to ours. Kubo et al found that 
majority of chromatin interactions between enhancers and promoters remain unchanged (~99.5%) 
after 48-hour CTCF depletion in mESCs. Thiecke et al also reported ~30 - 40% of promoter-anchored 
contacts are maintained after RAD21 or CTCF depletion in HeLa cells, albeit to a lesser extent 
perhaps due to lower resolution by using 6-base cutter or different cell lines. Thus, consistent results 
from orthogonal methods support our findings that E-P interactions are largely maintained after acute 
depletion of architectural proteins (see an example in Fig. 16, top panel). 
 
As shown in Fig. 5-6 above and Fig. 16 below, Micro-C and its variant Micro-Capture-C (MCC) 
recapitulate the results seen in Hi-C and Capture-C (black arrows) while further resolving finer-scale 
chromatin interactions (e.g., Myc-Pvt1 interactions and intragenic interactions around Nfix gene, blue 
arrows). These results indicate that the finer-scale loops are uniquely detected in Micro-C. 
 
(Fig. 16) 
 

 
 
Other comments: 
1. It has recently become apparent that AID tagged versions of proteins, including Rad21, can be ‘leaky’ and 
show reduced activity or levels compared to their wildtype versions. How does the expression profile of their 
tagged cell lines compare to that of parental mESCs? Is it possible the small changes upon auxin treatment are 



due to an already perturbed system prior to treatment? 
 
Response: We quantified the levels of basal degradation for the AID tagged proteins and found that 
CTCF-AID has ~40% of basal degradation and RAD21-AID and YY1-mIAA7 have ~20% degradation 
(Fig. 17, left panel). However, the basal degradation has very minimal impact on gene expression, 
with high correlations between wild-type, parental cells, and all the untreated conditions (Parsons’s r 
> 0.95 in RNA-seq and > 0.91 in mNET-seq) (Fig. 17, right panel). Only ~5 – 60 genes significantly 
change (Padj < 0.01) among the untreated cells. We thus conclude that although some basal 
degradation occurs after degron tagging, it does not affect gene expression profiles of the individual 
clones significantly. We included the results in the manuscript Extended Data Fig. 2 and 5. 
 
(Fig. 17) 
 

 
 
2. The conclusion that cohesin might act to recruit transcription factors in general based solely on YY1 behavior 
seems like a bit of a leap. The authors might want to tone down this conclusion. 
 
Response: We probed the nuclear dynamics of two additional transcription factors, KLF4 and SOX2, 



by spaSPT and found that their bound fractions were reduced by ~20% 3 hours after cohesin 
degradation (Extended Data Fig. 9g). Furthermore, while our paper was under review an 
independent study from Gordon Hager’s group (Rinaldi et al., 2022) found precisely the same thing: 
for the TF glucocorticoid receptor, cohesin depletion leads to decreased chromatin binding. Thus, 
while we agree with the reviewer that our model was too strong a leap based on a single TF (YY1) in 
the original submission, since we now have evidence for 4 TFs (YY1, KLF4, SOX2, GR) in two 
different cell types (mESCs, human cancer cells) and from two different labs, we now believe that the 
evidence is strong enough to invoke a role for cohesin in facilitating TF binding.  
 
 
 
 
  



Reviewer #3: 
 
CTCF, cohesin complex, and YY1 have been proposed to be key players shaping the chromatin architecture in 
mammalian cells, with CTCF and the cohesin complex involved in mediating long-range chromatin loops 
between convergent CTCF binding sites through a loop extrusion process, while YY1 shown to mediate 
enhancer-promoter contacts by virtual of its DNA binding to both classes of elements and its dimerization 
potential. Additionally, cohesin has also been suggested to mediate enhancer-promoter interactions due to its 
association with mediator complex and loading by Nipbl protein, which binds to both promoters and enhancers. 
While abundant literature supports a role for CTCF and cohesin in chromatin organization especially in defining 
topologically associating domains (TADs) and long-distance chromatin loops, their function in chromatin 
contacts between enhancers and promoters is less clear and has been the subject of intense debate in recent 
years. Also under intense debate is whether chromatin interactions between enhancers and promoters actively 
contribute to enhancer dependent gene activation. Recent studies using auxin inducible degrons to acutely 
deplete CTCF or cohesin subunits showed that CTCF and cohesin are dispensable for transcription of most 
genes in a variety of cell systems tested. By contrast, acute depletion of YY1 has been shown to lead to dramatic 
changes in gene expression in mouse ES cells. These previous studies raised questions about what exactly is the 
role that CTCF and cohesin play in enhancer-promoter communication and gene activation, and whether 
different proteins (such as YY1) are involved enhancer-promoter contacts and enhancer dependent transcription 
from target genes. 
 
The manuscript by Hsieh et al. attempts to address these two questions and to provide clarity on the role of 
CTCF, cohesin and YY1 in enhancer-promoter contacts and the role of enhancer-promoter loops in gene 
activation. Like previous studies, the authors used the auxin inducible degron system to deplete CTCF, Rad21 
subunit of cohesin, cohesin unloader protein WAPL and YY1 protein, in a mouse embryonic stem cell line. But 
in contrast to the previous work, the experimental design in the current report involved a shorter protein 
depletion time (3 hours vs. 24hr or longer), which could avoid the secondary effects during long-term protein 
depletion. Additionally, the authors used Micro-C, a variant of Hi-C technique, to achieve higher resolution (a 
few hundred base pairs versus 5- or 10-kb resolution) and sensitivity of loop detection especially between 
enhancers and promoters. Furthermore, the authors employed mNET-seq to measure changes in nascent 
transcript levels genome-wide after protein depletion. Their main findings are: (1) depletion of these proteins 
did not cause significant changes in enhancer-promoter interactions, even for YY1; and (2) depletion of these 
proteins resulted in minimal changes in gene expression. The authors also used live cell single particle imaging 
techniques to study the dynamics of YY1 binding to chromatin upon depletion of cohesin, and found an 
unexpected but modest role for cohesin to retain YY1 on chromatin. Based on these observations, the author 
concluded that “neither transcriptional condensates, CTCF, cohesin, WAPL, nor YY1 are generally required for 
the short-term maintenance of E-P interactions and the subsequent expression of most genes after acute depletion 
and loss of function” (Line 494). To reconcile with previous genetic evidence implicating CTCF and cohesin’s 
role in regulating promoter-enhancer interactions and transcription at some genes, the authors further proposed 
a “time-buffering model”, “where architectural proteins generally contribute to the establishment, but not the 
short-term maintenance, of E-P interactions and gene expression” (Line 548). 
 
General assessment: 
 
Overall, the current work reports several very interesting observations related to the role of CTCF, cohesin and 
YY1 in enhancer promoter interactions and transcription, with some in direct contradiction with previous 
studies, and others confirmatory. An important contribution of this work lies in the use of a well-controlled 
experimental system and high precision technical approaches. The genetically engineered cell lines to enable 
acute depletion of CTCF, YY1, and cohesin complex in cells are valuable tools to the field. The micro-C and 
mNET-seq datasets along with other genomic datasets in this experimental model system also provide a valuable 
resource for the community to investigate the role of these proteins in chromatin organization and gene 
regulation. Surprisingly, the authors found that cohesin depletion did not disrupt enhancer-promoter contacts in 
general, and that YY1 loss had no significant impact on both enhancer promoter contacts and gene expression, 
which is in direct contradiction to Weintraub et al. (Cell 2017, ref #62). These new results are interesting and 
certainly raise new questions. 
 



On the other hand, the experimental evidence provided in the current work does not fully support the sweeping 
conclusion that CTCF and cohesin play no role in the maintenance of enhancer promoter interactions (as the 
title implies), nor the statement about transcriptional condensates (see specific comments below for details). 
Further, some of the findings described in the current work are not new. For example, the observations that 
CTCF was largely dispensable for enhancer-promoter interactions and general transcription are consistent with 
previous studies (for example, Nora et al. Cell 2017; Kubo et al. NSMB 2021, which the authors cited as ref 
#10 and #37, respectively). The observation that cohesin loss resulted in minimal changes in gene expression 
was also reported before (for example, Rao et al. Cell 2017, ref #11 in the manuscript). Therefore, the degree 
by which this work advances our understanding of the maintenance of enhancer-promoter interactions and their 
function is currently unclear. 
 
Response: We thank the reviewer for a thoughtful summary. We highlight the key contributions in 
this manuscript that are distinct from previous studies: 

1. Effects on fine-scale E-P interactions: We used Micro-C to identify several E-P interactions 
that were technically impossible to detect in previous studies. In addition, some of these 
previously undetectable loops have been functionally validated by CRISPR-based studies 
(Gasperini et al., 2019; Moorthy et al., 2017). 

2. Immediate effects on nascent transcription: We determined the immediate short-term 
effect of CTCF, cohesin, WAPL, and YY1 on E-P interactions and nascent transcription. Most 
prior studies focused on either later time points or total RNA quantification, both prone to reflect 
secondary effects. Specifically, previous observations were a mix of 1) 3D genome 
reorganization in response to protein depletion; 2) secondary transcriptional effects; 3) total 
mRNA pool before and after protein depletion; and 4) secondary effects of post-transcriptional 
RNA processing and buffering. 

3. Transcriptional establishment vs. maintenance: We comprehensively dissect YY1 
dynamics using single-particle imaging and uncover a putative role of cohesin in regulating 
transcription factor binding for transcriptional establishment, which is distinct from its known 
function in genome folding. 

4. Time-buffering model: By combining high-resolution Micro-C maps with nascent transcription 
profiles, we establish a time-buffering model that reconciles our and previous studies and 
explains a possible mechanism of 3D genome and transcriptional regulation.  

 
Main comments: 
 
1. The experimental evidence presented does not fully support the authors’ assertion that enhancer-promoter (E-
P) interactions are unaffected after depletion of CTCF or cohesin. A closer inspection of Figure 3C suggests 
that E-P interactions were generally weakened after depletion of Rad21 and to a lesser degree CTCF - the center 
of the data cloud representing E-P interactions is below the diagonal line, and this trend is not obvious for P-P 
interactions. Therefore, one could say that there is a general and weak effect for cohesin loss on E-P interactions, 
consistent with residual levels of cohesin retained on chromatin after short term depletion. 
 
Response: We revised the section with a quantitative description as follows “To further validate this, 
we specifically quantified the strength of loops that are anchored by E-P and P-P 5 kb to 2 Mb apart. 
Remarkably, acute depletion of CTCF and cohesin has only a limited impact on the E-P and P-P loops, with 
~80% of E-P contacts and 90% of P-P contacts remaining unaltered (Fig. 3d). Despite being less drastic than 
for cohesin loops (Fig. 2f), E-P interactions appear to be slightly weakened globally, deviating from the 
midpoint line (i.e., the average contact intensity of unchanged loops decreased by ~2.4% and ~8.0% upon CTCF 
and cohesin depletion, respectively). This trend is in accordance with the mild reduction of E-P interaction 
strength observed upon cohesin depletion by tiled Micro-C at selected loci in mESCs(Aljahani et al., 2022). On 
the other hand, P-P loops are largely insensitive to CTCF or cohesin depletion (Fig. 3d). Similarly, a pile-up 
analysis shows that when CTCF or cohesin is depleted, the contact intensity is decreased by ~22.2% or ~29.1% 
for E-P loops but only ~4.1% or ~8.4% for P-P loops (Fig. 3e and Extended Data Fig. 6c-d).” 
 
2. Similarly, the assessment of YY1’s effect on chromatin interactions was also problematic. The authors in 
Figure 4i examined changes of chromatin interactions on cohesin mediated loops (strong loops), and found little 



change. But what about E-P interactions? It would be important for the authors to provide a similar plot for the 
YY1 depleted cells as in Figure 4C for CTCF and cohesin depletion. The authors did report ~800 loops changed 
after YY1 depletion (Line 320), but Figure 4e indicated only 436 as “down” loops. So it is unclear how the 
authors reached the conclusion that loss of YY1 did not affect chromatin interactions between promoters and 
enhancers, especially when only 50% of YY1 binding sites showed significantly reduced binding after YY1 
depletion (Line 308). 
 
Response: We would like to clarify a few points below: 

1. In Fig. 4d and Extended Data Fig. 7m (previous Fig. 4i), we already showed that YY1 
depletion does not have a global effect on YY1-associated loops, E-P, and P-P interactions. 
We also showed the minimal effect of YY1 degradation on compartments, TADs, and cohesin 
loops. 

2. We included a scatter plot in Fig. 4e showing that ~374 up-regulated loops and ~436 down-
regulated loops (changed loops = ~810/75190; ~1.08%) are detected after 3 hours of YY1 
depletion. We conclude that, since ~99% of chromatin loops are insensitive to YY1 loss, YY1 
does not have a major impact on chromatin loops. 

3. In our new analysis of YY1 degradation, we found that YY1 is nearly completely degraded 
within 3 hours, as confirmed by Western blot, flow cytometry, and imaging, and that 86% of 
peaks were significantly reduced by ChIP-seq (lost peaks = 29379/34342) (Extended Data 
Fig. 7). 

 
3. A major feature of the experimental design is the short duration of protein depletion (3 hours). This is also a 
potential weakness, as it is apparent that 3-hour IAA treatment did not fully deplete the proteins. Residual ChIP-
seq signal for CTCF and cohesin were readily detectable on chromatin at CTCF peaks (Ext Fig 2f) and E-P & 
P-P loop anchors (Ext Fig 4e). Same can be said for YY1 (Figure 4b, Ext Fig 5C). It is therefore hard to rule out 
the possibility that residual proteins bound to chromatin might contribute to maintenance of chromatin 
interactions in the short-term depletion. 
 
Response: We performed biochemical fractionation and flow cytometry analysis to determine the 
fraction of proteins remaining on chromatin after 3 hours of depletion (Fig. 18; please see (Gabriele 
et al., 2021), Fig. S4 and Extended Data Fig. 2 and 7 for full details). In brief, our results showed that 
CTCF and RAD21 are nearly completely degraded 3 hours after depletion and that only ~8% and 
13% of residual WAPL and YY1 remain associated with chromatin, respectively. Furthermore, we 
have previously measured the average number of CTCF, RAD21, and YY1 molecules in a single cell 
(Cattoglio et al., 2019; Holzmann et al., 2019). Our analysis suggests that if our degradation reaches 
~95% depletion for CTCF and RAD21 (due to the detection limit of western blot) and ~87% depletion 
for YY1, at most only ~787 CTCF, ~722 RAD21, and ~700 YY1 proteins would remain bound to 
chromatin (per chromosome). A few hundreds of residual architectural proteins are very unlikely 
sufficient to maintain >50,000 E-P loops and transcription. Also, since only hundreds of proteins 
remain after depletion and all CTCF and cohesin loops are nearly completely abolished, it is hard to 
conceive that the residual proteins will specifically maintain E-P interactions but not CTCF/cohesin 
loops. If any, the effect of residual proteins on our results is minimal. 
 
(Fig. 18) 
 



 
 
4. The authors concluded that “transcriptional condensates” are not generally required for “short-term 
maintenance of E-P interactions” (Line 493), by drawing on previous literature (Ref #57, 58 and 88), without 
providing any new evidence in the current work. This statement therefore needs to be revised to better reflect 
this fact. 
 
Response: We made the hypothesis model based on the large number of studies available on 
transcriptional condensates and gene regulation. Also, this topic is only examined in the discussion 
section. We now included a note that this model is based on previous literature rather than on our 
study. 
 
5. It is interesting that cohesin loss results in reduced population of immobile and presumably chromatin bound 
YY1, but this evidence alone is insufficient to lead to the model that cohesin facilitates target search by 
transcription factors. 
 
Response: We probed the nuclear dynamics of two additional transcription factors, KLF4 and SOX2, 
by spaSPT and found that their bound fractions were reduced by ~20% 3 hours after cohesin 
degradation (Extended Data Fig. 9g). Furthermore, while our paper was under review an 
independent study from Gordon Hager’s group (Rinaldi et al., 2022) found precisely the same thing: 
for the TF glucocorticoid receptor, cohesin depletion leads to decreased chromatin binding. Thus, 
while we agree with the reviewer that our model was too strong a leap based on a single TF (YY1) in 
the original submission, since we now have evidence for 4 TFs (YY1, KLF4, SOX2, GR) in two 
different cell types (mESCs, human cancer cells) and from two different labs, we now believe that the 
evidence is strong enough to invoke a role for cohesin in facilitating TF binding. 
 
Minor comments: 
 
1. With multiple loop callers, authors show that micro-C can identify more fine range E-P and P-P interactions 
compared to Hi-C. What percent of the E-P, P-P loops called by previous Hi-C data are also detected by Micro-
C and vice versa? What is the overlap? What about with HiChIP /Plac-Seq data? This analysis is important to 
allow the readers to assess the specificity and sensitivity of the data. 
 
Response: Consistent with a previous report (Ardakany et al., 2020), Micro-C recapitulates at least 
80% of finer-scale loops detected by Hi-C (Bonev et al, 3.3B reads) with either Mustache or Hiccups 
loop callers (res=1kb) (Fig. 19, left panel). Micro-C also recapitulates >70% of HiChIP/PLAC-seq 
contacts for CTCF, KLF4, and OCT4 (q-value < 0.01), ~40% for SMC1A and H3K4me3, and ~18% 



for H3K27ac (q-value < 0.01) (Fig. 19, right panel). We suspect that the lower overlap ratio might be 
due to non-specific enrichment in HiChIP/PLAC-seq that does not occur as significant contacts in 
Micro-C/Hi-C but this needs further investigation. Together, our Micro-C analysis shows high 
specificity and sensitivity to detect chromatin loops. 
 
(Fig. 19) 
 

 
 
2. Titles for the scatterplots missing (e.g., Ext Fig 4c) 
 
Response: Corrected. 
 
3. Extended Fig 4d. A subset of downregulated loop anchors in WAPL depletion cells seem to show more bias 
towards enhancer and promoter regions. Do these regions show any differences in Rad21 binding? 
 
Response: Chromatin loops that are sensitive to WAPL depletion show higher Cohesin occupancy 
at the loop anchor in the normal condition but only the up-regulated loops exhibit an increase in 
Cohesin occupancy after WAPL depletion (Fig. 20). 
 
(Fig. 20) 
 

 
 
4. Upon depletion of YY1 itself, there is a modest decrease of Rad21 binding. Which Rad21-bound regions 
show reduction upon YY1 depletion, what are their characteristics? Do they correspond to loop anchors, or 
show any change in loop strength? 
 
Response: Lost RAD21 peaks are primarily found in insulators, active promoters, and strong 
enhancers (Fig. 21A-B), where protein binding motifs for CTCF, HAND2, TCF3, and ZNFs are 



significantly enriched in DNA sequences (Fig. 21C). In addition, over 60% of these RAD21 peaks are 
at loop anchors, but their loss does not have a major impact on chromatin loops (Fig. 21D). 
 
(Fig. 21) 
 

 
  



Reviewer #4: 
 
In this paper, Hsieh et al. leverage high resolution Micro-C and nascent RNA (mNET-seq) data to understand 
the roles played by CTCF, cohensin, and YY1 in the maintenance of enhancer-promoter interactions. The 
authors use mESC cell lines in which CTCF, WAPL, cohesin, and YY1 are tagged for rapid (3h) degradation. 
The authors argue that the marginal effect of CTCF and cohesin on overall gene expression level, as observed 
previously in the literature, is explained by cis-regulatory loops between enhancers and promoters being 
relatively insensitive to the depletion of these architectural proteins. The authors then show through similar 
experiments that the depletion of YY1, previously suggested as an important factor for enhancer-promoter loops, 
also had only marginal effects on enhancer-promoter loops and transcription. Finally, using a combination of 
confocal microscopy and single molecule imaging, the authors characterize the dynamics of YY1 binding to 
chromatin and show that the depletion of RAD21, but not CTCF significantly reduces YY1-chromatin binding 
by increasing its searching time. This paper examines an important aspect of the relationship between chromatin 
folding and transcription. It is a well written paper; experiments are well justified and expertly executed. The 
results are timely. However, while the data is comprehensive and solid, I do have some major concerns about 
data analysis and interpretation that need to be addressed prior to publication. 
 
Major comments: 
 
(1)* The authors argue that 80-90% of loop interactions between enhancers and promoters (or promoters and 
promoters) are ‘unaltered’ by depletion of cohesin or CTCF. I am not convinced that the author’s data supports 
this conclusion. Setting aside the ~20% of enhancer-promoter interactions that the author’s analysis turns up as 
significantly reduced, there does appear to be a small reduction in contact frequency more broadly. Carefully 
examining the scatterplots in Fig. 3C shows that the bulk of enhancer promoter contacts are comfortably below 
the 0, 1 line, indicating lower contact frequency in AID than control cells. If this shift is not indeed explained 
by normalization issues (see points below), I think the paper would improve if the authors provided a more 
nuanced presentation of these results, acknowledging the shift that is clearly present in their data. 
 
Response: We revised the section with a quantitative description as follows “To further validate this, 
we specifically quantified the strength of loops that are anchored by E-P and P-P 5 kb to 2 Mb apart. 
Remarkably, acute depletion of CTCF and cohesin has only a limited impact on the E-P and P-P loops, with 
~80% of E-P contacts and 90% of P-P contacts remaining unaltered (Fig. 3d). Despite being less drastic than 
for cohesin loops (Fig. 2f), E-P interactions appear to be slightly weakened globally, deviating from the 
midpoint line (i.e., the average contact intensity of unchanged loops decreased by ~2.4% and ~8.0% upon CTCF 
and cohesin depletion, respectively). This trend is in accordance with the mild reduction of E-P interaction 
strength observed upon cohesin depletion by tiled Micro-C at selected loci in mESCs(Aljahani et al., 2022). On 
the other hand, P-P loops are largely insensitive to CTCF or cohesin depletion (Fig. 3d). Similarly, a pile-up 
analysis shows that when CTCF or cohesin is depleted, the contact intensity is decreased by ~22.2% or ~29.1% 
for E-P loops but only ~4.1% or ~8.4% for P-P loops (Fig. 3e and Extended Data Fig. 6c-d).” 
 
(2)* All of the Micro-C analysis in this manuscript compares contact frequency between different conditions 
with very large, global differences in contact frequency. As with any other sequencing assay, contacts that are 
lost from (say) CTCF-CTCF loop anchors or TADs upon CTCF or Rad21 depletion will be redistributed to 
other loci. In 1D data (e.g., mNET-seq/ ChIP-seq/ etc.), spike-in controls can be used to normalize between 
different samples in absolute terms, allowing the discovery of truly global changes. While I recognize there is 
no easy analog of a spike-in for a Micro-C experiment, I would like the authors to discuss the importance of 
normalization, and the ways in which normalization issues could impact the author’s interpretations. 
 
Response: As described above in response to Reviewer #2, the 3C-based assays involve a series 
of biochemical reactions that may introduce noise to the data analysis and the final results. Such noise 
must be eliminated before interpreting the data. Early normalization methods for Hi-C data focused 
on explicit factors causing noise. Factors like sequence uniqueness, GC content, uneven distribution 
of restriction sites across the genome may introduce biases into the 3C-based analysis (Yaffe and 
Tanay, 2011). As a solution to these issues, the Mirny and Aiden labs proposed using matrix balancing 
methods to handle all noise sources “implicitly” (Imakaev et al., 2012; Rao et al., 2014). Two 



fundamental assumptions underlie the methods: 1) visibility across all genomic regions should be 
equal, and 2) all Hi-C biases are one-dimensional and factorizable. A balanced matrix should allow 
equal visibility to any genomic locus regardless of system biases, that is, a normalized matrix whose 
rows and columns sum to the same amount. In Micro-C/Hi-C analysis, three primary matrix balancing 
algorithms are commonly used, including "the square root of vanilla coverage (VC)", "Knight-Ruiz 
(KR)", and "Iterative Correction and Eigenvector decomposition (ICE)". The idea of VC is similar to 
coverage normalization as it divides each matrix element by its row sum and column sum to eliminate 
different sequencing coverage of each locus. ICE and KR repeat the VC process until all rows and 
cols sum to the same value and converge. Results from KR and ICE are typically nearly identical and 
highly reproducible. Additionally, we often performed distance normalization (e.g., 
observed/expected) to remove the bias caused by 1D distance-dependent interactions in 3C-based 
data. 
 
To test whether these normalization approaches can address global changes in genome organization 
and correct systemic biases, we computationally injected 3x more long-range interactions (> 2Mb) 
and inter-chromosomal interactions into wild-type Micro-C data (Fig. 22, top panel). In this case, the 
artificially injected reads generated an extreme case of reads being redistributed to longer ranges 
(Fig. 22, top panel). Importantly, the results of compartment strength, TADs, cohesin loops, and E-
P/P-P loops are not affected by the global changes caused by artificial reads (Fig. 22, bottom panels). 
We therefore conclude that matrix balancing and distance normalization can reveal the bona fide 
chromatin structures and differential chromatin interactions regardless of systemic biases and global 
changes. 
 
(Fig. 22) 
 

 



 
(3)* MNase, depending on the digestion conditions, does not cut uniformly across the entire genome, but rather 
it has specific biases for accessible regions. Any change in the distribution of MNase cut frequency near 
promoter/ enhancer regions between wild-type and CTCF, YY1, or Rad21 depletion could alter the contact 
frequency observed in contact maps. The authors should evaluate whether there are differences in MNase cutting 
efficiency between different conditions by examining the 1D signal in their Micro-C libraries. 
 
Response: Please see response to Reviewer #1 above (point 1.1). Additionally, MNase-seq analysis 
suggests that CTCF is critical for nucleosome positioning around the CTCF binding motifs but does 
not appear to drastically change overall nucleosome occupancies (MNase cutting efficiency) after 
CTCF depletion (Fig. 23, left) (Owens et al., 2019). We analyzed averaged Micro-C reads per bin (10 
kb) and found that CTCF, RAD21, and YY1 depletion do not change the read distribution. Overall, our 
analysis suggests that MNase digestion efficiency largely remains within a similar range under both 
untreated and depletion conditions. 
 
(Fig. 23) 
 

 
 
(4)* It generally is not clear whether the authors measure transcription after removing the pause peak, focusing 
on expression in the gene body (which most directly correlates with mRNA), or whether paused Pol II is 
included. As the different stages of transcription initiation and pause might have different relationships with 
contact frequency, it is crucial to distinguish clearly between them in their presentation. 
 
Response: We only include the mNET-seq signal at the gene body for differential expression gene 
analysis. We added a detailed description in the Methods and the Figure legend. 
 
(5)* Data showing that RAD21 serves as a “platform” for YY1, or possibly other transcription factors, is 
extremely weak. I am convinced by the data showing that it increases search times (although I will defer to an 
expert on the rigour of the microscopy experiments). How do the authors feel about an alternative model in 
which the act of loop extrusion acts to stir the nucleoplasm, resulting in higher diffusion and faster search times? 
There are likely other indirect explanations as well, and I would encourage the authors to consider these 
mechanisms before jumping right to IDR-IDR interactions. Related to this point - unless the authors can directly 
show that protein-protein interactions are necessary for the effect of RAD21 depletion on YY1 search time, I 
would encourage them to drop the use of the word “platform” and other terms that imply a direct interaction. 
 
Response: We probed the nuclear dynamics of two additional transcription factors, KLF4 and SOX2, 
by spaSPT and found that their bound fractions were reduced by ~20% 3 hours after cohesin 
degradation (Extended Data Fig. 9g). Furthermore, while our paper was under review an 
independent study from Gordon Hager’s group (Rinaldi et al., 2022) found precisely the same thing: 
for the TF glucocorticoid receptor, cohesin depletion leads to decreased chromatin binding. Thus, 
while we agree with the reviewer that our model was too strong a leap based on a single TF (YY1) in 
the original submission, since we now have evidence for 4 TFs (YY1, KLF4, SOX2, GR) in two 



different cell types (mESCs, human cancer cells) and from two different labs, we now believe that the 
evidence is strong enough to invoke a role for cohesin in facilitating TF binding.  
 
We do agree with the reviewer that “platform” is too mechanistically suggestive without more 
mechanistic evidence and we have therefore removed the word “platform” from our paper. 
 
Finally, the reviewer suggests that “How do the authors feel about an alternative model in which the act of 
loop extrusion acts to stir the nucleoplasm, resulting in higher diffusion and faster search times?”. However, 
loop extrusion has the opposite effect – it makes chromatin diffusion slower. Indeed, two recent 
studies (Gabriele et al., 2022; Mach et al., 2022) have both shown that cohesin depletion leads to a 
~2-4-fold increase in chromatin diffusion dynamics. However, faster chromatin motion is extremely 
unlikely to noticeable accelerate the TF target search.  
 
To understand why consider the Smoluchowski equation (Smoluchowski, Versuch einer 
mathematischen Theorie der Koagulationskinetik kolloider Losungen, 1916) for diffusion-limited bi-
molecular rate constants: 

𝑘ON = 4𝜋(𝐷TF + 𝐷DNA)(𝑅TF + 𝑅DNA)𝑏 
 
Where D is the diffusion coefficient, R is the size of the TF or DNA binding site, and b is the cross 
section. Using typical diffusion coefficients of 𝐷TF = 3 μm2

s
 and 𝐷DNA = 0.01 μm2

s
, we can calculate how 

much TF search would be expected to be speed up by a 4-fold increase in chromatin diffusion (as 
observed during cohesin depletion): 

𝑘ON,ΔRAD21
𝑘ON,UT

=
4𝜋(𝐷TF + 𝐷DNA)(𝑅TF + 𝑅DNA)𝑏
4𝜋(𝐷TF + 𝐷DNA)(𝑅TF + 𝑅DNA)𝑏

=
𝐷TF + 𝐷DNA
𝐷TF + 𝐷DNA

=
3 + 0.04 μm

2

s

3 + 0.01 μm
2

s

= 1.01 

In other words, the TF search time would be expected to increase by 1% due to cohesin depletion 
based on chemical kinetics. Instead, we observe the opposite – the 2.2-fold slower TF search for YY1. 
Thus, both the magnitude (1% increase vs. 54% decrease) and the direction (chemical kinetic predicts 
faster search, we observe much slower search) are inconsistent with the model proposed by the 
reviewer. In conclusion, we feel confident in ruling out changes in chromatin diffusion due to cohesin 
depletion as a possible explanation for the reduction in TF search kinetics. 
 
 
Minor comments: 
 
* In figure 1d, the axes should be better described. Additionally, in P-P contacts, clarify whether the data points 
represent an average of the two promoters. 
 
Response: Corrected. 
 
* Throughout the manuscript, add axes description to the APA heatmaps explaining, for example, which of the 
rows\columns represent promoters\enhancers. 
 
Response: Annotations are updated. 
 
* Please add transcriptional orientation (i.e. what is the direction of the transcription unit) to the APA heatmaps. 
 
Response: Promoters used for APA analysis consist of both directions. 
 
* A clearer explanation on how anchors were chosen and defined as promoters and enhancers would also help 
readers interpret the data. What dataset was used to define TSSs or whether it was accomplished by the MNase 
data should be clarified. 
 



Response: We classified chromatin/genome features into 12 states by using ChromHMM (Ernst and 
Kellis, 2012) (Extended Data Fig. 1d) with Gro-seq, ATAC-seq, and ChIP-seq data for histone marks 
and transcription factors. We have a detailed description in the Methods “Definition of chromatin states 
and structure observed by Micro-C”. 
 
 
* Please use the acronym polyadenylation cleavage site (PAS), rather than TES, in figure 1C. I assume TES 
stands for transcription end site, but presumably the point used is the end of a gene annotation. Transcription 
continues past the end of the PAS, as is clearly shown in the authors' plots. 
 
Response: Corrected. 
 
* Some interesting differences are shown between P-P and E-P pairs (Fig. 1D and 3H) but are ignored in the 
text. Are these associated with the different levels in initiation and pausing? 
 
Response: We thank the reviewer for the interesting observation. Our analysis shows that nascent 
transcription around the anchors of P-P and E-P loops exhibits comparable activity, while the signals 
around enhancers and cohesin binding sites are much weaker (Fig. 24, left). The distinct correlations 
of E-P and P-P with loop strength (Fig. 1D in the manuscript) and the response to CTCF/cohesin 
depletion (Fig. 3H in the manuscript) are most likely to correlate with 3D genome organization rather 
than with transcription activity at the promoter. Additionally, we found that, in contrast to gene body 
signals, promoter-proximal signals do not correlate with productive transcription. Therefore, we do not 
intend to focus on it in the manuscript (Fig. 24, right). 
 
(Fig. 24) 
 

 



 
 
* Figure 3b shows that loops from up/ down/ unchanged groups are enriched in functional elements involved in 
transcriptional regulation. Taken along with the pattern shown in 3a, this further suggest that the effect of CTCF 
and RAD21 depletions on cis-regulatory elements looping is underestimated by the authors. 
 
Response: We have revised the description of this section (see above). 
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Decision Letter, first revision:   
Dear Dr. Tjian, 
 
Your Article, entitled "Enhancer-promoter interactions and transcription are largely maintained upon 
acute loss of CTCF, cohesin, WAPL, or YY1", has now been seen by 3 of the original referees. 
Unfortunately, reviewer #4 was unable to submit a timely report. We have now decided to proceed 
with a decision. 
 
You will see from the reviewers' comments below that while they find your work improved overall, 
some important points are raised. We are interested in the possibility of publishing your study in 
Nature Genetics, but would like to consider your response to these serious concerns in the form of a 
revised manuscript before we make a final decision on publication. 
 
Reviewer #1 acknowledges that you have done an impressive effort during the revision but they raise 
a potentially important technical issue with matrix balancing, which may affect all of the Micro-C 
analysis. We encourage you to address this point carefully since it may impact many of the biological 
conclusions. 
Reviewer #2 doesn’t have any major technical concerns but would like you to substantially tone down 
the language used throughout, taking into account important methodological caveats. 
Reviewer #3 is mostly satisfied and recommends eventual publication. They have two remaining 
suggestions, which seem doable. 
 
We therefore invite you to revise your manuscript taking into account all reviewer and editor 
comments. Please highlight all changes in the manuscript text file. At this stage we will need you to 
upload a copy of the manuscript in MS Word .docx or similar editable format. 
 
We are committed to providing a fair and constructive peer-review process. Do not hesitate to contact 
me if there are specific requests from the reviewers that you believe are technically impossible or 
unlikely to yield a meaningful outcome. I would be happy to discuss the reviewers' comments in 
detail. 
 
When revising your manuscript: 
 
*1) Include a “Response to referees” document detailing, point-by-point, how you addressed each 
referee comment. If no action was taken to address a point, you must provide a compelling argument. 
This response will be sent back to the referees along with the revised manuscript. 
 
*2) If you have not done so already please begin to revise your manuscript so that it conforms to our 
Article format instructions, available 
<a href="http://www.nature.com/ng/authors/article_types/index.html">here</a>. 
Refer also to any guidelines provided in this letter. 
 
*3) Include a revised version of any required Reporting Summary: 
https://www.nature.com/documents/nr-reporting-summary.pdf 
It will be available to referees (and, potentially, statisticians) to aid in their evaluation if the 
manuscript goes back for peer review. 
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A revised checklist is essential for re-review of the paper. 
 
Please be aware of our <a href="https://www.nature.com/nature-research/editorial-policies/image-
integrity">guidelines on digital image standards.</a> 
 
Please use the link below to submit your revised manuscript and related files: 
 
[redacted] 
 
<strong>Note:</strong> This URL links to your confidential home page and associated information 
about manuscripts you may have submitted, or that you are reviewing for us. If you wish to forward 
this email to co-authors, please delete the link to your homepage. 
 
We hope to receive your revised manuscript within ~3 months. If you cannot send it within this time, 
please let us know. 
 
Please do not hesitate to contact me if you have any questions or would like to discuss these revisions 
further. 
 
Nature Genetics is committed to improving transparency in authorship. As part of our efforts in this 
direction, we are now requesting that all authors identified as ‘corresponding author’ on published 
papers create and link their Open Researcher and Contributor Identifier (ORCID) with their account on 
the Manuscript Tracking System (MTS), prior to acceptance. ORCID helps the scientific community 
achieve unambiguous attribution of all scholarly contributions. You can create and link your ORCID 
from the home page of the MTS by clicking on ‘Modify my Springer Nature account’. For more 
information please visit please visit <a 
href="http://www.springernature.com/orcid">www.springernature.com/orcid</a>. 
 
We look forward to seeing the revised manuscript and thank you for the opportunity to review your 
work. 
 
Sincerely, 
 
Tiago 
 
 
Tiago Faial, PhD 
Senior Editor 
Nature Genetics 
https://orcid.org/0000-0003-0864-1200 
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Reviewer #1: 
Remarks to the Author: 
The revised manuscript displays an impressive amount of effort and attention to detail on the part of 
the authors. 
 
However, new information in the reply points to a potentially important technical issue with matrix 
balancing. The impact on downstream analysis and interpretation are unclear, but may affect the 
validity of the conclusions regarding the persistence of E-P loops upon CTCF/RAD21 degradation. 
Resolving this issue in the computational analysis is necessary before any of the claims of this 
manuscript that involve micro-C data can be evaluated further. At this stage it is impossible to 
evaluate the parts of the manuscript that rely on micro-C data - conclusions might very well be 
correct, or they may be misled by improper data correction. Before moving further it is imperative that 
authors address these technical issues. 
 
As explained in detail below, it is unclear if the loops that remain upon degradation of key 
architectural factors can arise due to incomplete coverage correction. We understand the authors use 
the same procedure as in their previous mouse micro-C paper. However, given that loop calling is so 
central to the argumentation of the manuscript, it is absolutely critical that authors revisit the data 
processing, and ensure that the results are a solid foundation for future work in the field. 
 
1) As authors know, matrix balancing aims to remove multiplicative biases, resulting in corrected 
maps where the marginal sum over rows or columns is a constant value (e.g. Imakev et al., 2012, Fig 
1b,c). For the matrix in EDa(i), this does not appear to be the case. If uniform coverage across the 
genome had been achieved, dots should fall in a vertical line in the panel for balanced coverage. 
Instead the reported coverage varies between 100 and 500 for the balanced. This means that biases 
in micro-C matrices have not been properly corrected, which may affect a number of downstream 
analyses, and dot/loop-calling in particular. 
 
Without more details about the computational analysis, it is unclear why the authors’ approach did not 
correctly correct the micro-C matrices. It is imperative that authors resolve this issue and provide 
evidence that micro-C matrices were properly corrected before any downstream analysis. 
 
A potential avenue to address this could be a more stringent filter on bin coverage before balancing. 
Filtering at the bin level is known to be required for convergence in lower-resolution Hi-C data. The 
high resolutions considered for Micro-C data here might benefit from a more stringent filtering 
strategy. It is unclear which samples or resolutions this issue might impact, but obtaining matrices 
with coverage that is uniform (e.g. to within 1e-03) is crucial for downstream analysis. 
 
2) ED1a (ii) is puzzling in light of the strong positive correlation between coverage and ATAC-seq 
signal in the raw data, where the opposite relationship is shown. This could potentially relate to the 
non-uniformity in coverage in currently-analyzed maps. 
 
3) The reanalysis in ED1b shows a strong bias for loci with multiple loops to have 1.5x higher 
coverage, and this issue appears at all resolutions. This could arise from incomplete coverage 
correction, and has implications for the analysis and interpretation of the number of loops that remain 
or change after perturbing architectural factors. 
 
4) the authors do not provide the map of pairwise correlations between treated replicates for RNA-seq 
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and mNET-seq as requested, only for the untreated samples. This is crucial for showing that the 
depletions cluster with those of the same type, and away from all the untreated samples. The authors 
could also show this via PCA to illustrate the absence of batch effects confounding the analysis. 
 
The incorporation of new mNET-seq and RNA-seq data with dBET6 BRD inhibition greatly supports the 
initial argument that acute depletion of CTCF/RAD21/WAPL has less effect on transcription than direct 
transcriptional co-activators. The added time-course data demonstrate that defects eventually become 
detectable with time (at least for CTCF and RAD21), and is a very strong addition to the transcription 
part of the manuscript. 
 
 
 
Reviewer #2: 
Remarks to the Author: 
The authors have adequately addressed most of my concerns – many of which were shared between 
my reviewing colleagues. Overall, this paper adds important findings to the field, albeit many are 
negative results, combining acute inhibition of architectural proteins with advanced Micro-C technology 
to measure effects of smaller E-P interactions typically missed with conventional approaches. 
 
My remaining issue is the use of a single time-point (3 hours) in a single cell line to 
define maintenance of both chromatin interactions and gene expression effects. However, this 
reviewer does note that in many cases the authors do a nice job comparing their work on acute 
inhibition to others when the data don’t match. For example, the addition of the qualifying statement 
at the end of Line 369-370: “This result suggests that the maintenance of most E-P loops and their 
regulatory functions in general do not require the presence of YY1, at least within a 3-hour depletion 
window.” 
 
However, this point seems lost and inconsistent with the conclusion at the end of the same paragraph 
in which the authors state “that these results not consistent with the previously proposed model of 
YY1 acting as a general master structural regulator of E-P interactions in mESCs [70].” 
 
Is it not possible to be essential for establishment (which is not tested here) and still be considered a 
general master of structural regulation? In short, comparative statements like these are difficult to 
reconcile since identical conditions were not tested and several timepoints were not compared in this 
study. General conclusions should be made with caution given these caveats and the already 
complicated relationship between chromatin folding and gene expression in the field. 
 
I think this issue can easily be addressed with a softening of conclusions throughout the results 
section of the manuscript, especially when disputing other data that are not directly compared in this 
study. I would also appreciate an additional qualifying statement in the discussion pertaining to the 
incomplete nature of degron-induced depletion. It remains possible the difference in levels (even if 
small by current measurements) between 3 hours and 6-24 hours is alone sufficient to induce 
structural and expression changes. Perhaps this could be tested in arrested cells. 
 
Separately, I had a difficult time following the logic from the second part of the paper pertaining to 
YY1. On the one hand, the authors state that acute loss of either cohesin or YY1 had little effect, if 
any, on E-P interactions and gene expression. Then, in the second half of the manuscript, the authors 
argue that cohesin has a significant role in TF binding to chromatin that may be relevant to gene 
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regulation in general. Is the thought here that extended depletions would lead to a bigger effect on TF 
binding or that extended time with altered TF binding would lead to changes in gene expression? 
Obviously, neither model is tested here but perhaps this could be made clearer in the discussion. 
 
 
 
Reviewer #3: 
Remarks to the Author: 
I thank the authors for their extensive response to my previous critiques and appreciate the response 
from the authors to many of my concerns. The observations presented in the current work, arguing 
minimal effects on chromatin interactions and transcriptional response upon removing most of the 
chromatin structural proteins, are important to be reported, since they will help to clarify the role (or 
lack of) of CTCF, cohesin, and YY1 in the E-P and P-P chromatin interactions, and transcriptional 
regulation in mammalian cells. I would recommend acceptance of the manuscript provided that the 
authors can address several remaining issues as detailed below: 
1. In their model, they indicate loss of chromatin memory (shown by loss of E-P interactions) at later 
time points (>1 cell division) without showing any interaction data for the later time points. I would 
recommend showing it via performing it by a Micro-C at later time point of degradation. 
2. Do the regions where Rad21 depletion reduced YY1 binding show any changes in looping / 
interactions? It would be of interest to see whether this suggested role of Rad21 in TF binding 
influence chromatin interactions at the regions where Rad21 depletion reduces binding of YY1 or other 
TFs. 
  

Author Rebuttal, second revision:   
 
  
  



Reviewers' Comments: 
 
Reviewer #1: 
Remarks to the Author: 
The revised manuscript displays an impressive amount of effort and attention to detail on the part of the 
authors. 
 
However, new information in the reply points to a potentially important technical issue with matrix 
balancing. The impact on downstream analysis and interpretation are unclear, but may affect the validity 
of the conclusions regarding the persistence of E-P loops upon CTCF/RAD21 degradation. Resolving this 
issue in the computational analysis is necessary before any of the claims of this manuscript that involve 
micro-C data can be evaluated further. At this stage it is impossible to evaluate the parts of the manuscript 
that rely on micro-C data - conclusions might very well be correct, or they may be misled by improper 
data correction. Before moving further it is imperative that authors address these technical issues. 
 
As explained in detail below, it is unclear if the loops that remain upon degradation of key architectural 
factors can arise due to incomplete coverage correction. We understand the authors use the same 
procedure as in their previous mouse micro-C paper. However, given that loop calling is so central to the 
argumentation of the manuscript, it is absolutely critical that authors revisit the data processing, and 
ensure that the results are a solid foundation for future work in the field. 
 
1) As authors know, matrix balancing aims to remove multiplicative biases, resulting in corrected maps 
where the marginal sum over rows or columns is a constant value (e.g. Imakev et al., 2012, Fig 1b,c). For 
the matrix in EDa(i), this does not appear to be the case. If uniform coverage across the genome had been 
achieved, dots should fall in a vertical line in the panel for balanced coverage. Instead the reported 
coverage varies between 100 and 500 for the balanced. This means that biases in micro-C matrices have 
not been properly corrected, which may affect a number of downstream analyses, and dot/loop-calling in 
particular. 
 
Without more details about the computational analysis, it is unclear why the authors’ approach did not 
correctly correct the micro-C matrices. It is imperative that authors resolve this issue and provide 
evidence that micro-C matrices were properly corrected before any downstream analysis. 
 
A potential avenue to address this could be a more stringent filter on bin coverage before balancing. 
Filtering at the bin level is known to be required for convergence in lower-resolution Hi-C data. The high 
resolutions considered for Micro-C data here might benefit from a more stringent filtering strategy. It is 
unclear which samples or resolutions this issue might impact, but obtaining matrices with coverage that is 
uniform (e.g. to within 1e-03) is crucial for downstream analysis. 
 

2) ED1a (ii) is puzzling in light of the strong positive correlation between coverage and ATAC-seq signal 
in the raw data, where the opposite relationship is shown. This could potentially relate to the non-
uniformity in coverage in currently-analyzed maps. 
 



3) The reanalysis in ED1b shows a strong bias for loci with multiple loops to have 1.5x higher coverage, 
and this issue appears at all resolutions. This could arise from incomplete coverage correction, and has 
implications for the analysis and interpretation of the number of loops that remain or change after 
perturbing architectural factors. 
 

Response: We thank the reviewer for pointing out the issue in this analysis. We have fixed a 
bug in the code we used to generate the Extended Data Figure 1a.  We note that this error 
affected only the supplementary figure, and the rest of the analysis in the manuscript was 
unaffected. The balanced Micro-C data are now correctly plotted, showing uniform coverage 
across the genome regardless of ATAC-seq signals (Extended Data Figure 1a(i)). While the 
raw Micro-C data shows an anti-correlation to ATAC-seq around ATAC-seq peaks, this trend 
disappears after matrix balance (Extended Data Figure 1a(ii)). Also, when plotted using raw 
Micro-C data in Extended Data Figure 1b, we previously demonstrated that the loop calling in 
the high-resolution data is not explicitly affected by the 1D coverage. We have now included the 
balanced data that demonstrates the number of loops is not dependent on the coverage. 
Together, we confirmed that Micro-C data were normalized/balanced correctly throughout the 
manuscript, and that loop calling was not biased in favor of high chromatin accessibility regions. 
A snapshot of the revised figures is shown below.     

 
 

4) the authors do not provide the map of pairwise correlations between treated replicates for RNA-seq and 
mNET-seq as requested, only for the untreated samples. This is crucial for showing that the depletions 
cluster with those of the same type, and away from all the untreated samples. The authors could also show 
this via PCA to illustrate the absence of batch effects confounding the analysis. 
 
The incorporation of new mNET-seq and RNA-seq data with dBET6 BRD inhibition greatly supports the 
initial argument that acute depletion of CTCF/RAD21/WAPL has less effect on transcription than direct 
transcriptional co-activators. The added time-course data demonstrate that defects eventually become 
detectable with time (at least for CTCF and RAD21), and is a very strong addition to the transcription part 
of the manuscript. 
 
Response: We thank the reviewer for pointing out the missing comparison in the transcription 
analysis. Consistent with differential expression analysis identifying only a few significantly 
altered genes after 3-hour depletion, Principal component analysis (PCA) of RNA-seq and 
mNET-seq revealed that all the clonal cell lines  derived from the C59 parental clone (see 
Methods for details; control (C59), ∆CTCF (C58), ∆RAD21 (F1), ∆WAPL (C40) clones) with or 



without IAA treatment are clustered together, except for cells depleted of RAD21 after 12 and 24 
hours (DEGs > 1000). Additionally, we found that YY1-depleted cells are clustered separately 
from C59-derived cells and are more similar to wild-type JM8.N4 cells. The new results are in 
Extended Data Figure 5f and a snapshot is shown below. 

 
 
Reviewer #2: 
Remarks to the Author: 
The authors have adequately addressed most of my concerns – many of which were shared between my 
reviewing colleagues. Overall, this paper adds important findings to the field, albeit many are negative 
results, combining acute inhibition of architectural proteins with advanced Micro-C technology to 
measure effects of smaller E-P interactions typically missed with conventional approaches. 
 
My remaining issue is the use of a single time-point (3 hours) in a single cell line to 
define maintenance of both chromatin interactions and gene expression effects. However, this reviewer 
does note that in many cases the authors do a nice job comparing their work on acute inhibition to others 
when the data don’t match. For example, the addition of the qualifying statement at the end of Line 369-
370: “This result suggests that the maintenance of most E-P loops and their regulatory functions in 
general do not require the presence of YY1, at least within a 3-hour depletion window.” 
 
However, this point seems lost and inconsistent with the conclusion at the end of the same paragraph in 
which the authors state “that these results not consistent with the previously proposed model of YY1 



acting as a general master structural regulator of E-P interactions in mESCs [70].” 
 
Is it not possible to be essential for establishment (which is not tested here) and still be considered a 
general master of structural regulation? In short, comparative statements like these are difficult to 
reconcile since identical conditions were not tested and several timepoints were not compared in this 
study. General conclusions should be made with caution given these caveats and the already complicated 
relationship between chromatin folding and gene expression in the field. 
 
I think this issue can easily be addressed with a softening of conclusions throughout the results section of 
the manuscript, especially when disputing other data that are not directly compared in this study. I would 
also appreciate an additional qualifying statement in the discussion pertaining to the incomplete nature of 
degron-induced depletion. It remains possible the difference in levels (even if small by current 
measurements) between 3 hours and 6-24 hours is alone sufficient to induce structural and expression 
changes. Perhaps this could be tested in arrested cells. 
 

Response: We rephrased our statements when comparing our results to other studies and 
reiterated throughout the text that these results came from a specific cell type (mESCs) with a 
short degradation time. 

Concerning the incomplete nature of the degron-induced depletion that was raised by another 
reviewer in the first round of revision, we provide below our previous response to argue against 
those residual proteins are sufficient to maintain E-P/P-P interactions. 

“We performed biochemical fractionation and flow cytometry analysis to determine the fraction of proteins 
remaining on chromatin after 3 hours of depletion (Fig. 18; please see (Gabriele et al., 2021), Fig. S4 and 
Extended Data Fig. 2 and 7 for full details). In brief, our results showed that CTCF and RAD21 are nearly 
completely degraded 3 hours after depletion and that only ~8% and 13% of residual WAPL and YY1 remain 
associated with chromatin, respectively. Furthermore, we have previously measured the average number 
of CTCF, RAD21, and YY1 molecules in a single cell (Cattoglio et al., 2019; Holzmann et al., 2019). Our 
analysis suggests that if our degradation reaches ~95% depletion for CTCF and RAD21 (due to the 
detection limit of western blot) and ~87% depletion for YY1, at most only ~787 CTCF, ~722 RAD21, and 
~700 YY1 proteins would remain bound to chromatin (per chromosome). A few hundreds of residual 
architectural proteins are very unlikely sufficient to maintain >50,000 E-P loops and transcription. Also, 
since only hundreds of proteins remain after depletion and all CTCF and cohesin loops are nearly 
completely abolished, it is hard to conceive that the residual proteins will specifically maintain E-P 
interactions but not CTCF/cohesin loops. If any, the effect of residual proteins on our results is minimal.” 

(Fig. 18) 

 



 

 

Separately, I had a difficult time following the logic from the second part of the paper pertaining to YY1. 
On the one hand, the authors state that acute loss of either cohesin or YY1 had little effect, if any, on E-P 
interactions and gene expression. Then, in the second half of the manuscript, the authors argue that 
cohesin has a significant role in TF binding to chromatin that may be relevant to gene regulation in 
general. Is the thought here that extended depletions would lead to a bigger effect on TF binding or that 
extended time with altered TF binding would lead to changes in gene expression? Obviously, neither 
model is tested here but perhaps this could be made clearer in the discussion. 
 
Response: Recruitment of transcription factors (TFs) and co-factors to cis-regulatory elements 
is a critical step of transcription initiation/establishment. We found that cohesin (or cohesin-
mediated chromatin structure) is important to facilitate the TF target search (at least for 3 TFs 
tested here). Rinaldi et al. (2022) independently confirmed this mechanism for the glucocorticoid 
receptor. Thus, although cohesin is not required for the short-term maintenance of 3D genome 
and transcription, it is possible that cohesin or cohesin-mediated chromatin structure could 
regulate transcription in other ways. In our proposed model, the persistent chromatin marks and 
other transcription proteins may keep sustaining transcription for a while. During this period, 
there is no apparent change in gene expression (e.g., 3 hours in this study). Nevertheless, after 
cohesin loss, TFs take a longer time to find their targets. A longer TF searching process may 
result in less efficient transcription activation and eventually lead to changes in gene expression. 
We have now added a sentence to the discussion to articulate such hypothesis. 



 
Reviewer #3: 
Remarks to the Author: 
I thank the authors for their extensive response to my previous critiques and appreciate the response from 
the authors to many of my concerns. The observations presented in the current work, arguing minimal 
effects on chromatin interactions and transcriptional response upon removing most of the chromatin 
structural proteins, are important to be reported, since they will help to clarify the role (or lack of) of 
CTCF, cohesin, and YY1 in the E-P and P-P chromatin interactions, and transcriptional regulation in 
mammalian cells. I would recommend acceptance of the manuscript provided that the authors can address 
several remaining issues as detailed below: 
1. In their model, they indicate loss of chromatin memory (shown by loss of E-P interactions) at later time 
points (>1 cell division) without showing any interaction data for the later time points. I would 
recommend showing it via performing it by a Micro-C at later time point of degradation. 

 

Response: The major goal of this study is to understand the immediate effects of CTCF, 
cohesin, WAPL, and YY1 on genome organization. In our analysis, we showed that >90% of the 
target proteins are depleted from cell ~3 hours – which is possibly the shortest time allowing us 
to test it and eliminate unidentified secondary effects that may arise after long-term loss of loop 
extrusion factors (i.e., cohesin depletion leads to widespread cell death and cell cycle arrest 
after 3 hours). Furthermore, evaluation of enhancer-promoter interactions after a longer 
degradation time has been reported in other studies (e.g., Kubo et al., 48 & 96 hours by 
HiChIP/PLAC-seq; Aljahani et al., 48 hours for CTCF and 6 hours for RAD21 by Tiled Micro-
Capture-C (TMCC)). While they observed slightly stronger effects on E-P interactions with a 
longer degradation time, the signals are still largely maintained. Therefore, we argue that 
performing an additional Micro-C experiment with a longer degradation time course is outside 
the scope of the current manuscript and would not add novelty or clarity to our conclusions. 

 

2. Do the regions where Rad21 depletion reduced YY1 binding show any changes in looping / 
interactions? It would be of interest to see whether this suggested role of Rad21 in TF binding influence 
chromatin interactions at the regions where Rad21 depletion reduces binding of YY1 or other TFs. 
 
Response: We thank the reviewer for suggesting this additional analysis. In the figure below we 
highlighted the loops in which anchors are associated with the downregulated YY1 peaks after 
RAD21 depletion (replot of Figure 3b. YY1-down loops are shown in pink and the density 
distribution is shown in blue). We found that these loops remain largely unchanged after RAD21 
depletion, similar to loops anchored by unaffected YY1 binding sites. Thus, cohesin-sensitive 
YY1 peaks are not specifically required for the maintenance of focal chromatin interactions. This 
is in line with our observation that YY1 is not generally required for the maintenance of E-P and 
P-P interactions. 

 



 

 
 

Reviewer #4: 
None 
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Decision Letter: Second Revision 

Dear Dr. Tjian, 
 
Thank you for submitting your revised manuscript "Enhancer-promoter interactions and transcription 
are largely maintained upon acute loss of CTCF, cohesin, WAPL, or YY1" (NG-A58009R2). It has now 
been seen by reviewer #1 and their comments are below. The reviewer finds that the paper has 
improved in revision, and therefore we'll be happy in principle to publish it in Nature Genetics, pending 
minor revisions to satisfy some of the referee's final requests and to comply with our editorial and 
formatting guidelines. 
 
We are now performing detailed checks on your paper and will send you a checklist detailing our 
editorial and formatting requirements soon. Please do not upload the final materials and make any 
revisions until you receive this additional information from us. 
 
Thank you again for your interest in Nature Genetics. Please do not hesitate to contact me if you have 
any questions. 
 
Congratulations! 
 
Sincerely, 
 
Tiago 
 
 
Tiago Faial, PhD 
Senior Editor 
Nature Genetics 
https://orcid.org/0000-0003-0864-1200 
 
 
 
 
Reviewer #1 (Remarks to the Author): 
 
The new analyses provided by Hsieh et al. address my previous reservations. Together with the new 
transcriptomic data the manuscript is much stronger and supports the statement that tampering with 
loop extrusion is initially less impactful on transcription than tampering with transcription co-factors. 
I encourage timely publication at this stage. 
 
It would be very helpful if authors could include the figure about micro-C coverage at anchors and add 
a short sentence explaining the caveat about coverage at anchors. This is because authors’ statement 
that “loop calling was not biased in favor of high chromatin accessibility region” appears incorrect – 
the number of loops called has a strong correlation with the initial coverage. 
 
Authors now report that nearly 1000 genes are dysregulated after 12h of RAD21 depletion. While I 
understand this may very well be contributed by indirect effects, authors do not directly address 



whether these changes simply reflect altered cell cycle / viability or if genes become dysregulated because of loss loop 
extrusion. I suggest authors simply update the title of the manuscript to reflect this – for example “Enhancer-promoter 
interactions and transcription are *INITIALLY/FIRST largely maintained upon acute loss of CTCF, cohesin, WAPL, or 
YY1”. This would also better reflect the “Time-buffering” model depicted in fig. 7. 
 

Author Rebuttal, Second Revision: 
 
Reviewer #1 (Remarks to the Author): 
 
The new analyses provided by Hsieh et al. address my previous reservations. Together with the new 
transcriptomic data the manuscript is much stronger and supports the statement that tampering with loop 
extrusion is initially less impactful on transcription than tampering with transcription co-factors. 
I encourage timely publication at this stage. 
 
It would be very helpful if authors could include the figure about micro-C coverage at anchors and add a 
short sentence explaining the caveat about coverage at anchors. This is because authors’ statement that 
“loop calling was not biased in favor of high chromatin accessibility region” appears incorrect – the 
number of loops called has a strong correlation with the initial coverage. 
 
Response: We thank the reviewer’s suggestion. However, despite a correlation between 
"Micro-C raw coverage" and the number of loops per locus, we note that Micro-C loops were 
identified using "ICE normalized data", so any bias in coverage should have been eliminated 
before loop calling (i.e., each region has equal coverage). To further confirm that Micro-C loops 
are not biased toward regions with high chromatin accessibility and high Micro-C coverage, we 
conducted an additional analysis focusing on ATAC-seq peaks within vs. outside Micro-C loop 
anchors. We found that: 

 Only ~27% of all Micro-C loop anchors overlap with ATAC-seq peaks (Fig 1A). 
 Vice versa, ~28% of all ATAC-seq peaks correspond to Micro-C loops anchors (Fig 1A). 
 Micro-C loop anchors have a high ATAC-seq signal, but high ATAC-seq peaks do not 

necessarily form loops (Fig 1B). 
 Loop anchors have a high Micro-C raw coverage, but regions with high Micro-C raw 

coverage do not necessarily form loops (Fig 1C). 
 More importantly, we used ICE balanced data for loop calling in this study. The ICE 

matrix balancing normalized Micro-C coverage and showed no difference between 
ATAC-seq peaks within vs. outside Micro-C loop anchors (Fig 1D). Thus, the statement 
"loop calling was not biased in favor of high chromatin accessibility region" is accurate. 
We argue that the correlation of raw Micro-C coverage (MNase accessibility) and loop 
number is also likely to reflect the actual TFs and loop extrusion factors involved in 
accessing the genome and mediating chromatin interactions, which are not trivial to 
disentangle molecularly and biochemically from MNase accessibility. 

 
 



 
 
 
Authors now report that nearly 1000 genes are dysregulated after 12h of RAD21 depletion. While I 
understand this may very well be contributed by indirect effects, authors do not directly address whether 
these changes simply reflect altered cell cycle / viability or if genes become dysregulated because of loss 
loop extrusion. I suggest authors simply update the title of the manuscript to reflect this – for example 
“Enhancer-promoter interactions and transcription are *INITIALLY/FIRST largely maintained upon 
acute loss of CTCF, cohesin, WAPL, or YY1”. This would also better reflect the “Time-buffering” model 
depicted in fig. 7. 
 



Response: As the editor suggested, we kept the manuscript title unchanged. 
 
 
 

Final Decision Letter: 
Dear Dr. Tjian, 
 
I am delighted to say that your manuscript "Enhancer-promoter interactions and transcription are 
largely maintained upon acute loss of CTCF, cohesin, WAPL, or YY1" has been accepted for publication 
in an upcoming issue of Nature Genetics. 
 
Over the next few weeks, your paper will be copyedited to ensure that it conforms to Nature Genetics 
style. Once your paper is typeset, you will receive an email with a link to choose the appropriate 
publishing options for your paper and our Author Services team will be in touch regarding any 
additional information that may be required. 
 
After the grant of rights is completed, you will receive a link to your electronic proof via email with a 
request to make any corrections within 48 hours. If, when you receive your proof, you cannot meet 
this deadline, please inform us at rjsproduction@springernature.com immediately. 
 
You will not receive your proofs until the publishing agreement has been received through our system. 
 
Due to the importance of these deadlines, we ask that you please let us know now whether you will be 
difficult to contact over the next month. If this is the case, we ask you provide us with the contact 
information (email, phone and fax) of someone who will be able to check the proofs on your behalf, 
and who will be available to address any last-minute problems. 
 
Your paper will be published online after we receive your corrections and will appear in print in the 
next available issue. You can find out your date of online publication by contacting the Nature Press 
Office (press@nature.com) after sending your e-proof corrections. Now is the time to inform your 
Public Relations or Press Office about your paper, as they might be interested in promoting its 
publication. This will allow them time to prepare an accurate and satisfactory press release. Include 
your manuscript tracking number (NG-A58009R3) and the name of the journal, which they will need 
when they contact our Press Office. 
 
Before your paper is published online, we shall be distributing a press release to news organizations 
worldwide, which may very well include details of your work. We are happy for your institution or 
funding agency to prepare its own press release, but it must mention the embargo date and Nature 
Genetics. Our Press Office may contact you closer to the time of publication, but if you or your Press 
Office have any enquiries in the meantime, please contact press@nature.com. 
 
Acceptance is conditional on the data in the manuscript not being published elsewhere, or announced 
in the print or electronic media, until the embargo/publication date. These restrictions are not 
intended to deter you from presenting your data at academic meetings and conferences, but any 
enquiries from the media about papers not yet scheduled for publication should be referred to us. 
 
Please note that <i>Nature Genetics</i> is a Transformative Journal (TJ). Authors may publish their 
research with us through the traditional subscription access route or make their paper immediately 
open access through payment of an article-processing charge (APC). Authors will not be required to 
make a final decision about access to their article until it has been accepted. <a 
href="https://www.springernature.com/gp/open-research/transformative-journals"> Find out more 
about Transformative Journals</a> 
 
Authors may need to take specific actions to achieve <a 
href="https://www.springernature.com/gp/open-research/funding/policy-compliance-
faqs"> compliance</a> with funder and institutional open access mandates. If your research 
is supported by a funder that requires immediate open access (e.g. according to <a 



href="https://www.springernature.com/gp/open-research/plan-s-compliance">Plan S principles</a>) 
then you should select the gold OA route, and we will direct you to the compliant route where 
possible. For authors selecting the subscription publication route, the journal’s standard licensing 
terms will need to be accepted, including <a href="https://www.nature.com/nature-portfolio/editorial-
policies/self-archiving-and-license-to-publish. Those licensing terms will supersede any other terms 
that the author or any third party may assert apply to any version of the manuscript. 
 
Please note that Nature Portfolio offers an immediate open access option only for papers that were 
first submitted after 1 January, 2021. 
 
If you have any questions about our publishing options, costs, Open Access requirements, or our legal 
forms, please contact ASJournals@springernature.com 
 
If you have posted a preprint on any preprint server, please ensure that the preprint details are 
updated with a publication reference, including the DOI and a URL to the published version of the 
article on the journal website. 
 
To assist our authors in disseminating their research to the broader community, our SharedIt initiative 
provides you with a unique shareable link that will allow anyone (with or without a subscription) to 
read the published article. Recipients of the link with a subscription will also be able to download and 
print the PDF. 
 
As soon as your article is published, you will receive an automated email with your shareable link. 
 
You can now use a single sign-on for all your accounts, view the status of all your manuscript 
submissions and reviews, access usage statistics for your published articles and download a record of 
your refereeing activity for the Nature journals. 
 
An online order form for reprints of your paper is available at <a 
href="https://www.nature.com/reprints/author-
reprints.html">https://www.nature.com/reprints/author-reprints.html</a>. Please let your coauthors 
and your institutions' public affairs office know that they are also welcome to order reprints by this 
method. 
 
Sincerely, 
 
Tiago 
 
 
Tiago Faial, PhD 
Chief Editor 
Nature Genetics 
https://orcid.org/0000-0003-0864-1200 
 
 
Click here if you would like to recommend Nature Genetics to your librarian 
http://www.nature.com/subscriptions/recommend.html#forms 
 
 
** Visit the Springer Nature Editorial and Publishing website at <a href="http://editorial-
jobs.springernature.com?utm_source=ejP_NGen_email&utm_medium=ejP_NGen_email&utm_campai
gn=ejp_NGen">www.springernature.com/editorial-and-publishing-jobs</a> for more information 
about our career opportunities. If you have any questions please click <a 
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