
Supplementary text

Appendix
0.1 RRR

The optimization problem for reduced-rank regression (RRR) is

min
B

∥Y −XB∥22

subject to rank(B) ≤ R,

where X is an N ×P matrix of covariates, Y is an N ×Q matrix of outcomes, and

B is a P × Q coefficient matrix with rank at most R. When R = min(P,Q), we

have the OLS solution,

B̂OLS = (X⊤X)−1X⊤Y.

We can write the RRR optimization program in terms of the OLS solution:

min
B

∥Y −XB̂OLS∥22 + ∥XB̂OLS −XB∥22 (1)

subject to rank(B) ≤ R.

To see that these are equivalent, we can expand the loss function as follows.

∥Y −XB̂OLS∥22 + ∥XB̂OLS −XB∥22
=∥Y −X(X⊤X)−1X⊤Y∥22 + ∥X(X⊤X)−1X⊤Y −XB∥22
=Y⊤Y − 2Y⊤X(X⊤X)−1X⊤Y + 2Y⊤X(X⊤X)−1X⊤X(X⊤X)−1X⊤Y

−Y⊤X(X⊤X)−1X⊤XB−B⊤X⊤X(X⊤X)−1X⊤Y +B⊤X⊤XB

=Y⊤Y −Y⊤XB−B⊤X⊤Y +B⊤X⊤XB

=(Y −XB)⊤(Y −XB)

=∥Y −XB∥22.

Now, the first term in the minimization problem in Equation (1) does not depend

on B, so the problem becomes

min
B

∥XB̂OLS −XB∥22.

Rewriting the objective, we have

min
B

∥XB̂OLS −XB̂OLSB∥22. 1
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Now, we can notice that this problem aligns with PCA. Let

Σn = (XB̂OLS)
⊤XB̂OLS = B̂⊤

OLSX
⊤XB̂OLS = UΛU⊤

be the eigenvalue decomposition of the covariance of the fitted values. Then we have

B̂RRR = Uk,

where Uk = [u1, · · · ,uk] contains the eigenvectors corresponding to the top k eigen-

values.

0.2 GTEx metadata experiments

In an attempt to explore the organization of PRRR’s low-dimensional space, we ran

the model on a dataset containing gene expression counts along with patient meta-

data including height, weight, underlying conditions, and demographics. We wanted

to study how features in the metadata are correlated with each other and with gene

expression by analyzing the lower-dimensional matrices produced by the model. We

were unable to recognize any apparent associations in the low-dimensional space,

likely due to the small number of samples present in the data (about 200), and even

less of these had all metadata points present.


	RRR
	GTEx metadata experiments

