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For m=1:N2  

For n=1:N1  
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𝑢𝑛+1 = 𝑢𝑛 + (𝜒𝑛+1 − 𝑣𝑛+1) 

   

End  

𝜙𝑚+1 = 𝜙𝑚 + (𝜙 − 𝐹−1𝐷𝐹𝜒𝑘). 

End 

 

 

 

 

Supporting Information Figure S1: Algorithm of the proposed PnP-ADMM algorithm for QSM. 

The iterative update of ϕ in the outer loop is the “adding noise back” step. Since the use of denoisers 

may cause smoothing of edges along with removal of noise and artifacts, the adding-noise-back 

step updates the local field and information about sharp features and edges are added back to the 

reconstruction. 

  

   



  

Supporting Information Figure S2. Results from the 2016 QSM reconstruction challenge dataset 

and comparison with the multi-orientation COSMOS. The mean magnetic susceptibilities 

estimated from PnP-BM4D, FANSI-TGV, and QSM-TV have good correlation with the 

multiorientation COSMOS.  

 

 

 

 

  

    



 Assessment of Image quality (IQ)  

Image Grade  Interpretations  

1  Images are very blurry, with low contrast, and accurate delineation of anatomical 

features is not feasible  

2  Images show some blur, have moderate contrast, and accurate delineation of 

anatomical features is feasible with some difficulty.  

3  Images are sharp, with high contrast, and accurate delineation of anatomical 

features is easy.  

 Assessment of Image sharpness (IS)  

Image Grade  Interpretations  

1  Vessels have significant blur, with low contrast, and accurate tracking of 

vasculature in the image is difficult. When present, significant blur is visible in 

the tumor vasculature, and differentiating between tumor vasculature, and 

tumor hemorrhage is difficult.  

2  Vessels show some blur, have moderate contrast, and accurate delineation of 

vasculature is feasible in 50-80% of vessels. When present, some blur is visible 

in the tumor vasculature, and differentiating between tumor vasculature, and 

tumor hemorrhage is feasible with some difficulty.  

3  Vessels are sharp, with high contrast, and accurate delineation of vasculature is 

feasible in more than 80% of vessels. When present, tumor vasculature is sharp 

and differentiating between tumor vasculature and tumor hemorrhage is easy.  

  

Supporting Information Table S1: The scoring criteria used for the assessment of GBM data.   



  

  

   

Image Quality Rank (P<0.05)  

 

    FANSI  L2  PnP-BM4D  

 L2  0.00016  -  -  

 PnP-BM4D  0.0026  1.8e-7  -  

 MEDI  1  0.00087  0.00049  

   

Image Sharpness Rank (P<0.05)  

 

    FANSI  L2  PnP-BM4D  

 L2  0.0025  -  -  

 PnP-BM4D  2e-6  7.4e-9  -  

 MEDI  0.0012  6.8e-7  0.0115  

  

Supporting Information Table S2: Results of the Friedman test and the post-hoc Conover 

multiple comparison test with Bonferroni p-value adjustment to adjust for the family-wise error 

rate introduced when doing multiple comparisons. The pairs with a statistically significant 

difference (P<0.05) in medians are highlighted in bold.  

  

  



   

Image Quality Grade (P<0.05)  

    FANSI  L2  PnP-BM4D  

 L2  0.01  -  -  

PnP-BM4D  0.063  4e-5  -  

 MEDI  .5535  0.3674  0.0016  

   

Image sharpness Grade (P<0.05)  

    FANSI  L2  PnP-BM4D  

 L2  0.3489  -  -  

PnP-BM4D  0.0006  1.6e-7  -  

 MEDI  1  0.0229  0.009  

  

Supporting Information Table S3: Results of the Friedman test and the post-hoc Conover 

multiple comparison test with Bonferroni p-value adjustment to adjust for the family-wise error 

rate introduced when doing multiple comparisons. The pairs with a statistically significant 

difference (P<0.05) in medians are highlighted in bold.  

 

 

 

 



  

Metric Description Reference for 

additional details 

High Frequency error 

norm (HFEN) 2
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where LoG is a rotationally symmetric 

Laplacian of Gaussian. 
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Root mean squared 

error (RMSE) 

RMSE= 100 * norm(  - ref ) / norm(

ref ) 
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Structural Similarity 

Index Metric (SSIM)  
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3 

Correlation 

coefficient (CC) 

CC=corrcoef(  , ref ) in Matlab 

 

 

Blur metric A reference image-free metric to quantify the 

amount of blur in the image. It is normalized to a 

range of 0–1, larger values signify more blurring 

in the image. The metric is computed by 

comparing the edge information of the original 

image and a low-pass filtered version of the 

image. A detailed explanation of the blur metric 

is provided in Ref 4.  

4 



Mutual Information 

(MI) 

),()()(),( refrefref HHHMI    

, where H is the entropy. 

5 

 

Supporting information Table S4: Different error metrics used to compare the QSM 

reconstructions. 
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