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THE BIGGER PICTURE Graph neural networks (GNNs) have received increasing attention because of their
expressive power on topological data, but they are still criticized for their lack of interpretability. Explainable
artificial intelligence (XAI)methods have been developed, but they are limited to qualitative analyseswithout
quantitative assessments. Benefiting from extensive labor in drug discovery, molecular property datasets
have been well studied with high-quality ground truths of substructures, but they have not been well accu-
mulated in the assessments of XAI methods. Furthermore, the learned interpretations have neither been
quantitatively compared with human experts nor proven to provide informative answers. For this purpose,
we have established five molecular XAI benchmarks to quantitatively assess XAI methods on GNN models
and made comparisons with human experts. The quantitative assessments of XAI methods would fasten
the development of novel approaches and extend their applications.

Development/Pre-production:Data science output has been
rolled out/validated across multiple domains/problems
SUMMARY
Graph neural networks (GNNs) have received increasing attention because of their expressive power on
topological data, but they are still criticized for their lack of interpretability. To interpret GNNmodels, explain-
able artificial intelligence (XAI) methods have been developed. However, these methods are limited to qual-
itative analyseswithout quantitative assessments from the real-world datasets due to a lack of ground truths.
In this study, we have established five XAI-specific molecular property benchmarks, including two synthetic
and three experimental datasets. Through the datasets, we quantitatively assessed six XAI methods on four
GNN models and made comparisons with seven medicinal chemists of different experience levels. The re-
sults demonstrated that XAI methods could deliver reliable and informative answers for medicinal chemists
in identifying the key substructures. Moreover, the identified substructures were shown to complement ex-
isting classical fingerprints to improvemolecular property predictions, and the improvements increased with
the growth of training data.
INTRODUCTION

Graph neural networks (GNNs) have received increasing atten-

tion across various areas because of their expressive power on

topological data,1 including social networks,2,3 recommendation

systems,4,5 and natural science.6,7 Despite their promise, GNN

models are still criticized for their lack of interpretability, and

these models are often considered ‘‘black box.’’8 It is necessary

to interpret the models through explainable methods.
This is an open access article under the CC BY-N
To interpret GNN models, many explainable artificial intelli-

gence (XAI) methods have been developed. For example,

GNNExplainer9 explains GNNs through mutual information be-

tween the predictions and explanations. PGExplainer10 learns

a parameterized model to predict whether an edge is important.

Unfortunately, these methods are only qualitatively assessed on

real-world datasets such as social network (Reddit-Binary)9 and

sentiment graph (Graph-SST2),8 mainly because these datasets

are difficult to summarize their interpretable substructural
Patterns 3, 100628, December 9, 2022 ª 2022 The Authors. 1
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"ground truth" for quantitative evaluations. In contrast, prior

knowledge of explainability has already existed in scientific data-

sets, especially in chemistry and drug-discovery fields. For

example, the interpretable substructural patterns for several mo-

lecular properties (e.g., hepatotoxicity and mutagenicity) have

been well explored and carefully reviewed by previous

studies.11,12

Benefiting from the accumulated data in drug discovery,

several XAI studies have been devoted to interpreting molecular

substructures. For example, Rodrı́guez-Pérez et al.13 interpreted

relevant features and substructures for compound activity pre-

diction through the Shapley additive explanations. Pope

et al.14 identified key substructures in adverse-effect prediction

by the attribution method,15 which was originally developed for

CNN models. Jiménez-Luna et al.16 highlighted molecular fea-

tures and structural elements on GNN models through the inte-

grated gradient (IG) attribution. Since these methods focused

on nodes or edges individually according to their attributions,

they did not consider substructures such as functional groups.

For this reason, Jin et al.17 employed theMonte Carlo tree search

(MCTS) to extract molecular substructures that are likely respon-

sible for the property. Unfortunately, all these studies relied on

qualitative judgments in case studies due to a lack of ground

truths. In addition, these XAI studies have not been rigorously

compared with human experts on explainability tasks to demon-

strate that their learned interpretations are reliable. The compar-

ison with human experts is widespread in scientific experiments,

especially in chemistry,18,19 for example, asking medicinal

chemists to predict molecular solubility20 and compound priori-

tization21 during drug discovery.

In parallel, Sanchez-Lengeling et al.22 attempted to quanti-

tively assess XAI methods through synthetic molecular

benchmarks, where subgraph logic rules were defined by

whether molecules contained particular substructures such as

benzene, fluoride, and carbonyl groups. Though such definitions

have built relationships between graphs and labels, the simple

chemical rules are not applicable to realistic scenarios. For

instance, in toxicity prediction, the key substructures (also

known as structural alerts) often involve dozens of fragments

that are strongly associated with increased occurrences of

toxicity. These fragments need to be determined from literature

reports11 and statistical analyses.23,24 Jose Jimenez-Luna

et al.25 have established the activity cliffs benchmark to evaluate

the feature attribution methods and showed that machine-

learning models with accurate predictions could bring meaning-

ful inspiration to chemists, but their analyses are limited by their

benchmarking and predictive performance. In the case of prop-

erty cliffs,26 as molecular counterfactuals,27,28 it is even more

complicated because slight modifications of molecular

structures will cause huge changes in molecular properties,

sometimes from strong binding to non-binding with the target

molecules. The collections of these realistic and complex sce-

nario datasets will certainly bring big challenges but also oppor-

tunities to the development of XAI methods.

On the other hand, though XAI methods are widely considered

helpful to improve model prediction performance,29 the current

XAI methods, despite affording interpretable predictions, have

not really led to improvements in prediction performance.30 For

example, Yu et al.31 recognized the compressed subgraph
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through the graph information bottleneck and used it to predict

the molecular properties. However, their prediction perfor-

mances have not been improved, especially on the MUTAG

dataset. Hao et al.32 generated subgraph patterns through rein-

forcement learning and applied them to predict the graph labels,

but they only showed their interpreting models with reasonable

performance without comparative assessments. Therefore, it is

desirable to propose a scheme to advance the model perfor-

mance through the learned interpretations.

In this study, we have established five XAI benchmark data-

sets, including two synthetic and three experimental datasets,

to quantitatively assess the interpretability of XAI methods.

Through these benchmarks, we comprehensively evaluated six

commonly used XAI methods combined with four types of

GNN models and made a direct comparison with seven medici-

nal chemists of different experience levels. The results demon-

strated that current XAI methods could deliver reliable and

informative answers for medicinal chemists in identifying the

key substructures. Based on the learned interpretations, we

developed a data-driven fingerprint that could complement the

classical fingerprints in molecular property predictions, and the

improvement continued to increase with the growth of training

data. To our best knowledge, this is the first time that a compar-

ison of XAI methods with human experts on explainability tasks

has been made. In addition, it is also important to indicate the

ability to promote model performance through learned

interpretations.

In summary, our study offers three main contributions:

1. We established five benchmark datasets, including two

synthetic and three experimental datasets, to enable

quantitative assessments of XAI methods.

2. We comprehensively evaluated six commonly used XAI

methods combined with four types of GNN models and

made a direct comparison with medicinal chemists.

3. We developed a data-driven fingerprint based on the

learned interpretations that could complement the clas-

sical fingerprints in molecular property predictions.
RESULTS

Framework overview
As shown in Figure 1, we established five XAI benchmark data-

sets, including two synthetic and three experimental datasets.

Two synthetic datasets determined the ground-truth substruc-

tures through particular subgraphs of three-membered rings

(3MRs) and benzene, respectively. Two out of three experi-

mental datasets comprised multiple hand-crafted substructures

causing hepatotoxicity and Ames mutagenicity, respectively.

Another experimental dataset automatically computed the sub-

structures by comparing one pair of similar compounds with

similar structures but significantly different CYP3A4 inhibitions

(i.e., property cliff). Based on the datasets, GNN models were

trained through four state-of-the-art GNN architectures, which

were then, respectively, interpreted through six commonly

used XAI methods. These combinations were quantitively evalu-

ated and compared with seven medicinal chemists of different

levels. The results demonstrated that current XAI methods could
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Figure 1. Schematic view of the XAI study

(A) XAI evaluation framework: different prediction models are first trained using state-of-the-art GNNmodels, which are then interpreted through all XAI methods.

The interpretations are quantitatively assessed and compared with experienced medicinal chemists.

(B) XAI benchmarks including two particular subgraphs (two synthetic benchmarks), the conjunction of multiple substructures, or a local transformation between

two molecular graphs (i.e., property cliff).

(C) XAI-assisted fingerprints: the high-frequency key substructures predicted by XAI methods are encoded as fingerprints to input machine-learning models for

predicting properties.
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deliver reliable and informative answers formedicinal chemists in

identifying key substructures. Based on the learned interpreta-

tions, we encoded the learned structural descriptors into a binary

bit string as the data-driven fingerprint, which was employed to

supplement the classic fingerprint (extended-connectivity fin-

gerprints [ECFP]) in five commonly used molecular property pre-

diction benchmarks.

Benchmarking XAI methods with GNN models for
recognizing key substructures
To quantitatively assess the interpretability of XAI methods

over GNN models, we evaluated the explanation performance

on five benchmark datasets with combinations of four GNN

and six XAI methods, leading to 5*4*6 attribution-area under

the receiver operating characteristic curve (AUROC) and accu-

racy values. The prediction performance of the four state-of-

the-art GNN models is shown in Table 1. The superiority of

these GNN models has been demonstrated from the perfor-

mance comparisons with various deep-learning models, as

shown in Tables S1–S3. When averaging over all six XAI

methods and five datasets for GNN models (Figure 2A), the

communicative message-passing neural network (CMPNN)

achieved overall the highest average attribution-AUC of

0.671, while GraphSAGE achieved the lowest value of 0.523.

GraphNET and graph attention network (GAT) ranked 2nd

and 3rd, respectively. This agreed with a previous study22

that vanilla GCN (GraphSAGE) and GAT are often inferior to

delicate graph convolutional network (GCN) models such as
GraphNET and CMPNN. This difference was consistent in

the synthetic and realistic benchmarks, where CMPNN still

performed the best with attribution-AUROC values of 0.827

and 0.566, respectively.

When averaging for XAI methods (Figure 2B), integrated gradi-

ents (IG) led to the highest AUROC of 0.675, followed by the

GradInput andGradCAMwith values of 0.629 and 0.559, respec-

tively. SmoothGrad and class activation map (CAM) achieved

AUC values of 0.467 and 0.520, which are essentially the same

as the 0.513 achieved randomly. This is likely because

SmoothGrad and CAM are unstable across different GNNmodel

architectures. They were originally developed for CNN models

so that the average AUROC values would be dragged down by

the poor performance in combinations with different GNN archi-

tectures. In terms of accuracy, the trends are similar for both

GNN models and XAI methods (Figure S1).

Instead of the overall accuracies over datasets, we also

computed the accuracy for each molecule in the datasets. As

shown in Figure 2C, CMPNN + IG has overall the best perfor-

mance on all five datasets. Here, we did not showAUROC values

since they cannot be calculated for negative molecules without

key substructures.

Asanexample,weselected theCAS33301-41-6molecule from

the mutagenicity dataset interpreted by IG over four GNNmodels

and the other four XAI methods over CMPNNmodels (Figure 2D;

seealso TableS4).When using the IGmethod,CMPNN truly iden-

tified the connected substructure, while GraphNET falsely identi-

fied another separate fragment. GAT and GraphSAGE methods
Patterns 3, 100628, December 9, 2022 3



Table 1. Prediction performance on the XAI benchmarks

Model

Dataset

Synthetic benchmarks Experimental benchmarks

3MR Benzene Mutagenicity Hepatotoxicity CYP450

Metric AUROC AUROC AUROC ACC AUROC

ML RF 0.995 0.997 0.871 0.517 0.818

XGBoost 0.972 0.980 0.873 0.525 0.868

GNN GraphSAGE 0.996 0.999 0.872 0.584 0.864

GAT 0.996 0.999 0.877 0.602 0.865

GraphNET 0.999 1.000* 0.973 0.619 0.976

CMPNN 1.000* 1.000* 0.981* 0.681* 0.979*

*The best results are marked with asterisks
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partly identified the actual substructure but falsely focused on

other substructures such as benzene and nitrogen atoms. The

correct identification by CMPNN should attribute to its robust in-

clusion of both node and edge interactions during the communi-

cativemessage passing.When comparing different XAImethods,

IG could correctly recognize the substructures, while GradInput

and GradCAM identified redundant substructures. This is likely

because IG eliminates the errors by interpolating gradients from

zero embeddings to the input vector.We furtherprojected the em-

beddings learned by IG over CMPNN, and the learned embed-

dings from t-stochastic neighbor embedding (t-SNE)33 were

able to clearly separate two classes of molecules and correctly

identify their key substructures for the mutagenicity (Figure 2E)

and benzene (Figure S2) datasets.

Comparison with medicinal chemists to identify key
substructures of molecular hepatotoxicity
To assess the actual ability of the interpretation methods, we

made a comparison with 7 medicinal chemists (MCs) of different

levels (9 months to 30 years). We randomly selected 50 unla-

beled molecules from the test set of the hepatotoxicity dataset

and predicted the hepatotoxicity and key substructures. In

real-world scenarios, it is a challenging task for MCs to deter-

mine the human hepatotoxicity accurately even with their back-

ground knowledge and experience.23,34 As shown in Figure 3A,

the CMPNN + IG model achieved an accuracy of 0.920, much

higher than all MCs (detailed in Table S5). MCs achieved accu-

racies between 0.500 and 0.680, with the best one achieved

by the most experienced MC1 (30 years). The prediction accu-

racies of MCs had a positive but weak correlation (Pearson cor-

relation coefficient [PCC] = 0.530, Wilcoxon paired signed-rank

test, p < 0.01) with the working years. Though MC1 is above

the precision-recall curve by CMPNN + IG (Figure 3B), MC1

over-estimated the hepatotoxicity with a high recall but relatively

low precision.

In terms of the substructure identification, the CMPNN + IG

model achieved an attribution accuracy of 0.839, slightly lower

than 0.852 achieved by the 2nd experienced MC2 (21 years) but

higher than other MCs (Figure 3C). According to the attribution

precision-recall curve by CMPNN + IG, MC2 was slightly above

our ROC curve because of his over-definition of the toxic sub-

structures, while other MCs were below the curve (Figure 3D).

The differences were further shown by four representative

molecules (Figure 3E). The CMPNN + IG model correctly identi-

fied the key substructures for stanozolol and norethandrolone
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molecules. It also predicted most of the substructure atoms for

the sudoxicam and nilutamide molecules but missed separate

substructures. By comparison, MC1 was conservative to predict

smaller substructures, while MC2 tended to predict a larger sub-

structure containing the key substructures. For example, MC1

missed the sulfonamide moiety that is known to be associated

with hepatotoxicity35 for the Sudoxicammolecule. For the niluta-

mide molecule, both MC1 and MC2 are disturbed by the NO2�
group, causing them tomiss the actual halogen atoms. Note that

the substructures misidentified by MCs may also be the new po-

tential structural alerts that have not yet been confirmed, but it is

a fair comparison for XAI methods and human experts to quan-

titatively evaluate with consistent ground truths.

XAI-assisted FPs for molecular property prediction
Since the XAI method is comparable with MCs in the previous

experiments, it is interesting to know how the identified sub-

structures could promote the performance of machine-learning

models. Herein, we used the interpreted substructures identified

by XAI methods as an XAI-assisted or data-driven FP. The FP

was combined with Morgan-FP (ECFP)36 and input to the

random forest technique for molecular property predictions on

five popular benchmarks, including three classification datasets

(BBBP, BACE, and HIV from the OGB benchmark37) and two

regression datasets (IGC50 and LD50 collected by AGBT38).

We did not use XAI-FP individually because it only reflects the

substructures relevant to properties without containing other

molecular structural information. The random forest technique

was utilized because of its balance of performance and

interpretability.39

As shown in Figures 4A and 4B, the inclusion of our FP

achieved AUCs of 0.832, 0.855, and 0.724 over three classifica-

tion tasks and R2s of 0.638 and 0.648 over two regression tasks.

These are higher than those from only Morgan-FP by 2.59%,

0.35%, and 4.32% on classification tasks and 8.36% and

5.63% on regression tasks, respectively. The improvements

are not trivial because Morgan-FP development reached a

bottleneck, and the addition of other FPs brought little improve-

ment.40,41 As a result, the combination of MACCS, another pop-

ular FP, is on average 2.302% lower than our FP. Figure S3

detailed all AUROCs and the comparison of predicted and

experimental values.

Since the interpretations were learned from the training data,

we would like to know whether the growth of training data could

further promote the improvements. By tested on the largest
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Figure 3. Comparison of the XAI (CMPNN + IG) method with medicinal chemists
The accuracy on the hepatotoxicity dataset along the predicted confidence score by (A) XAI or the working years of medicinal chemists (MCs), (B) precision-recall

curve, (C) attribution accuracy for identified substructures, (D) attribution precision-recall curves, and (E) the identified substructures by XAI and MCs.
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dataset (OGB-HIV; Figure 4C), the AUROC increased with the

size of the training data. The learned FP hurt the Morgan-FP per-

formance when using only 100 training samples but outper-

formedMorgan-FP at�1,000 samples. The FP reached the level

of MACCS FP with �5,000 samples and of CMPNN with �9,000

samples. The performance had did not converge until 3 3 104

training samples. Therefore, the addition of training samples
Figure 2. Quantitative assessments

(A and B) The average attribution-AUROC values for (A) four GNN models and (B

(C) Detailed attribution accuracies for combinations of all XAI methods and GNN

(D) The predicted substructures by representative combinations of CMPNN or IG

(E) The embeddings learned by CMPNN + IG over the mutagenicity dataset show

molecules.

6 Patterns 3, 100628, December 9, 2022
was expected to improve the performance, indicating the advan-

tages of such data-driven methods.

DISCUSSION

In this study, we have established five XAI benchmarks, including

synthetic and experimental benchmarks, in the context of drug
) six XAI methods.

models.

for the CAS 33301-41-6 molecule.

n by t-SNE, together with representatively 3 mutagenic and 3 non-mutagenic



Figure 4. The performances of Morgan-FP, Morgan-FP + MACCS-FP, and Morgan-FP + XAI-FP by random forest

(A) The AUROC of three classification tasks.

(B) The R2 on two regression tasks (IGC50 and LD50).

(C) The AUROC values on the OGB-HIV dataset by Morgan-FP and XAI-assisted fingerprints trained with different sample sizes.
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discovery. Through these benchmarks, we quantitatively evalu-

ated six commonly used XAI methods combined with four types

of GNN models and made a direct comparison with different

levels of MCs. The results demonstrated that current XAI

methods could deliver reliable and informative answers for

MCs in identifying bothmolecular toxicity and key substructures.

Based on the interpretations, our XAI-assisted FP was shown to

promote the predictions of molecular property.

While many XAI methods have been developed to interpret

GNN models, they have not been quantitatively evaluated due

to a lack of high-quality data or ground truths. Benefiting from

the accumulated knowledge and laboratory data in drug discov-

ery, we have established five molecular datasets with well-

defined ground truths, enabling quantitative assessments of

state-of-the-art XAI methods combined with GNN models. To

our best knowledge, this is the first time a comparison of XAI

methods with human experts on the explainability tasks has

been made. The comparison with human experts indicated

that current XAI methods could deliver reliable and informative

answers for MCs in identifying the key substructures.

Another challenge in XAI development is to go beyond the

model interpretations. Though several studies31,32 attempted

to integrate the interpretations back into the GNNmodels, the re-

sults were frustrated with no effect or even negative impacts.

This is partly caused by the noise in their datasets and a lack

of ground truths. Here, we encode the learned interpretation

into the data-driven FP and input it into the random forest

together with classical fingerprints. We prove that the learned in-
terpretations are complementary to the classical FPs and that

the strategy can improve the performance in molecular property

predictions. More importantly, the improvements brought by the

data-driven FP continue incrementing with the growth of training

data. This represents a potential direction of XAI applications not

only in drug discovery but also XAI methods in general fields.

Despite the merits of this study, we focus on post-processing

XAI methods that do not fully combine the advantages of GNN

and XAI techniques. It might be desired to develop a highly accu-

rate and mechanically interpretable GNN model. We hope that

further development of new XAI methods in GNNs would greatly

benefit from our meaningful benchmarking and rigorous frame-

work. Secondly, current methods are purely model based, which

strongly depends on high-quality scientific datasets. In the

future, it might be necessary to include prior knowledge through

a knowledge graph42 so as to process other noisy data likemulti-

omics or social networks data.
EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

The lead contact is Yuedong Yang (yangyd25@mail.sysu.edu.cn).

Materials availability

There are no newly generated materials.

Data and code availability

All data and code used in the experiments are available at https://github.com/

biomed-AI/MolRep. The codes are also publicly available on Zenodo (https://

doi.org/10.5281/zenodo.7176794)
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Materials and methods

XAI benchmarks

To evaluate the interpretability of XAI methods over GNN models, we es-

tablished different levels of benchmarks from easy to hard: two synthetic

datasets containing particular subgraphs (benzene and 3MRs), two data-

sets of handcrafted substructures causing toxicity (hepatotoxicity and

Ames mutagenicity), and one dataset of substructures automatically

computed according to pairs of molecules with similar structures but

different molecular activities. The statistics of XAI benchmarks are shown

in Table S6.

Synthetic datasets. Following the strategy of Sanchez-Lengeling et al.,22 we

established two synthetic datasets to identify whether a molecular graph con-

tains particular substructures. By substructure matching through RDKit pro-

gram, we identified 6,000 and 1,406 positive compounds containing benzene

and 3MRs, respectively, from the lead-like subset (50,000 compounds) in

ZINC15.43 For comparison, we randomly selected 6,000 and 1,746 com-

pounds’ unmatched molecules as negative samples, respectively.

Experimental datasets. In real-world scenarios, molecular properties usually

result from dozens of substructures, which are much more difficult to identify

than the particular substructures. Here, we compiled two toxicity datasets

containing hand-crafted substructures (hepatotoxicity and Ames mutage-

nicity). The hepatotoxicity data were collected from Liu et al.,23 including

174 hepatotoxic, 230 possible hepatotoxic, and 183 non-hepatotoxic com-

pounds. Among these, 12 molecular substructures have been identified as

key substructures for human liver injuries. The Ames mutagenicity data were

collected fromHansen et al.,44 including 6,506 compounds and corresponding

Ames mutagenicity values. From the data, 46 toxic substructures were sum-

marized by Sushko et al.11 These handcrafted substructures would be used

as ground truths for assessing XAI methods.

In addition, we compiled another more challenging dataset to automati-

cally determine substructures without handcrafted rules. For this purpose,

we employed the property cliffs in the Cytochrome P450 3A4 (CYP3A4) in-

hibitions experimentally measured by Veith et al.,45 which includes 3,626

active inhibitors/substrates and 5,496 inactive compounds. The active

compounds were compared with inactive ones through MMPA46 in the

RDKit package. This led to 106 molecular pairs and corresponding sub-

structures involving 46 active and 51 inactive compounds. During the

GNN model training, all these involved compounds involved in found pairs

will be put into the test set.

Formulating molecular explanation task for GNNs

In molecular GNNs, a molecule is represented using a graph G = ðV ;EÞ with

node representation V ˛RNa3d for atoms and edge representation E˛ RNb3l

for chemical bonds, where Na and Nb are the number of atoms and bonds

and d and l are the lengths of their representations, respectively. A trained

GNN model M over the graph G is interpreted by input into an explanation

method (XAI) to fit the prediction by generating GfM = ðVfM ; EfM Þ, where VfM

is the predicted importance of atoms or key subgraphs by the XAI method f

and EfM is the predicted importance of edges.

GNN

To benchmark XAI methods, we employed four popular GNN architectures

(GraphSAGE,47 GAT,48 GraphNET,49 and CMPNN50) that mostly differed in

their message-passing strategies. GraphSAGE is the first method to generate

node embeddings by sampling and aggregating features from its local neigh-

borhood. It relies on a neighborhood sampling scheme to improve the effec-

tiveness of message passing. Instead, the GAT incorporates the attention

mechanism into the message-passing step. It computes the relative weights

between two connected nodes following a self-attention strategy, which

shows an impressive improvement over GraphSAGE on the classification

tasks. Differently, GraphNET and CMPNN take the edge features into consid-

eration during message passing.While GraphNET updates the node represen-

tation by aggregating its neighbor information with edge features for message

passing, the CMPNN improves themolecular embedding by strengthening the

message interactions between nodes and edges through a communicative

kernel.

XAI methods

We focus on the XAI methods that explain GNN models as an external

explainer in the testing phase without changing the models. The XAI methods

include attribution-based (CAM,51 SmoothGrad,52 GradInput,53 GradCAM,15
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IGs54) and subgraph recognition methods (MCTS17), totaling 6 methods as

detailed below.

CAM attributes on GNNmodels by multiplying the final convolutional layer’s

feature map activations act with the output weights of the last message-pass-

ing layer over the node vj and edge ek features as

GfM =
�
VfM = uT $ actvj ;EfM = uT $ actek

�
: (Equation 1)

GradInput obtains the attributions based on the partial derivatives of the

input node vj and edge ek features as

GfM =

�
VfM = uvj =

vfc
vvj

ðGÞ;EfM = uek =
vfc
vek

ðGÞ
�
: (Equation 2)

Therefore, GradInput is defined as the element-wise product of the partial

derivative with the input node vj and edge ek features:

GfM =
�
VfM = uvj $ vj ;EfM = uek $ ek

�
: (Equation 3)

GradCAM extended GradInput by utilizing the element-wise product of the

activations in the intermediate GNN convolution layer and the gradients of the

node and edge features in the intermediate layer:

GfM =

Pn
i u

T
i GiðGÞ
n

; with ui =
df

dGnðGÞ: (Equation 4)

SmoothGrad was a strategy used to combine the GradInput attribution

method by averaging the attributions obtained from noise-perturbed inputs:

GfM =

Xn

i
GradInputðG; noiseiÞ

n
: (Equation 5)

IG integrates the element-wise product of the interpolated input graph and

the gradient of property with respect to interpolated graphs. The interpolated

graphs are interpolated between the actual input G and a counterfactual

input G0:

GfM = ðG � G0Þ
Za

a = 0

dfcðG0 +aðG � G0ÞÞ
dG

da: (Equation 6)

MCTS extracted the candidate rationales from molecules with the help of a

property predictor. The root of the search tree is the molecular graph G, and

each state in the search tree is a subgraph derived from a sequence of bond

deletions.

As a control, we also included random attributions drawn from a uniform

distribution.

Evaluation metrics for XAI

Following the evaluation strategy of previous studies,8,9 we assessed the

explanation performance of XAI methods by quantifying how well the interpre-

tations match the ground-truth key substructures. If the GNN model is ‘‘right

for the right reasons,’’ we expect the XAI methods to highlight the correct

ground-truth subgraphs in the input graph. Therefore, we used attribution-ac-

curacy (ACC) and attribution-AUROC metrics to evaluate the XAI methods.

Attribution-ACC. The attribution-ACC is defined as the node-level accuracy

for those important nodes/edges in explanation predictions compared with

those in the ground truths. Formally, the metric attribution-ACC is computed as

Attribution ACC =
1

N

XN
i

ðIðyi = byi ÞÞ; (Equation 7)

where N is the number of nodes in a molecular graph and yi denotes the

ground-truth label for node i. Here, byi is the prediction that the node i is an

important node, and the indicator function Iðyi = byi Þ returns 1 if yi and byi are
equal and returns 0 otherwise.

Attribution-AUROC. The attribution-AUROC is defined as the area under the

receiver operating characteristic curve from the atom attribution scores.

Formally, the metric attribution-AUROC is computed as

Attribution AUROC =

P
i˛ substructuresrankðiÞ � pð1+pÞ

2

p3 n
; (Equation 8)
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where rankðiÞ is the descending rank value of atom i in the substructures

among all predicted attribution scores and p and n represent the number of

atoms in the substructures and not in the substructures, respectively. Partic-

ularly, the subgraph recognition methods such as MCTS could not be evalu-

ated by attribution-AUROC since their outputs are directly subgraphs rather

than attribution scores.

There are still many other metrics for explainability. For example, stability

often measures how interpretations change when the input graph is perturbed,

but it is not suitable for molecule-related tasks because the molecules with

structural changes/perturbations are quite different from the original molecules.

GNN for property prediction

Since XAI methods depend on GNN models, we first introduce how to train

four GNNmodels, which are implemented by Pytorch and run on Ubuntu Linux

18 with NVIDIA 3090 GPUs. In practice, the node and edge features used in

GNNmodels are listed in Table S7 and are computed by open-source package

RDKit. In our experiments, the XAI benchmarks were randomly split into

training, validation, and test sets using a proportion of 8:1:1. We have applied

a hyper-parameter searchingmodule to explore the best performance for each

GNN model on the validation set. The hyper-parameters of the four types of

GNN models are detailed in Table S8. With the well-trained GNN models, we

evaluated their prediction performances on the test set and further applied

them to the XAI studies.

Assessment of XAI methods

To quantitatively assess the interpretability of XAI methods on GNN models,

the explanation experiments were also evaluated on the test sets. These test

set are consistent with the prediction experiments of GNNs. These XAI

methods do not require retraining of the GNN models, so we applied the

XAI methods to the well-trained models and interpret the predictions of

GNN. Our goal is to judge whether the GNN models have learned the implicit

relationship between a molecular graph and its corresponding properties.

Therefore, the GNN model does not learn the labels of the key substructures

of molecules. For the interpretations, the XAI methods calculated the impor-

tance of atoms and edges or recognized the key substructures that are

associated with the property, and then the interpretations by XAI are quanti-

tatively assessed by comparisons with predefined key substructures. Partic-

ularly, in the property cliff dataset, we assessed the interpretations in terms

of molecular pairs.

Comparison with MCs

Human experts are frequently used in surveys about the future of research

areas in science. In our experiments, we invited 7 MCs from Galixir Technolo-

gies (Shenzhen, Guangdong, China) and asked them to predict the molecular

hepatotoxicity and their corresponding key substructures. The selection of the

MCs was carefully planned to keep diversity. We selected MCs with different

levels of working experience, including experts (MC1: 30 working years, and

MC2: 20 working years) that are experienced in both academic and industry.

The other 5 MCs have working experience ranging from 9 months to 10 years.

All these MCs have been involved in experimental projects on hepatotoxicity

and have background knowledge on this particular topic.

Before the experiment began, it was suggested that they study the relevant

literature (except the benchmark literature), but they were not allowed to ac-

cess additional information during the experiments. We also have made the

test set of 50 compounds and results marked by experts available at https://

github.com/biomed-AI/MolRep.

XAI-assisted FP generation

The model interpretations would be able to be used as additional features to

enhance the predictive performance of the machine-learning (ML)/AI models.

Firstly, we counted and selected the substructures that XAI method consid-

ered to be themost critical for a certainmolecular property. In our experiments,

we selected top-K substructures (K = 50 or 100) with the highest frequency.

Particularly, the substructures only consisting of one or two carbon atoms

will be removed in the selection process. And then, we utilized these high-fre-

quency key substructures to construct structural molecular FPs as the XAI-as-

sisted FP. The XAI-assisted FP is encoded into a binary bit string, and each bit

corresponds to whether the selected substructures have matched the

molecule.

XAI-assisted FP experiments

To demonstrate that the effectiveness of the XAI-assisted FP, we conducted

the XAI-assisted FP experiments with random forest (RF) models on five public
benchmarks including three classification datasets (BBBP, BACE, and HIV)

and two regression datasets (IGC50 and LD50). The statistics of the datasets

are shown in Table S9. We also conducted the experiments on the XAI bench-

marks (Table S10). For each dataset, the XAI-assisted FP was generated from

the training set following our generation strategy. In our experiments, we

compared the performance of Morgan-FP, the combination of Morgan-FP

and MACCS-FP, and the combination of Morgan-FP and XAI-assisted FP.

And, we have performed a hyper-parameter searching on these RF models

to explore the best performance, and the hyper-parameters are detailed in

Table S11. Therefore, we can demonstrate the effectiveness of the XAI-assis-

ted FPs in promoting the performance of molecular property prediction. In

addition, we conducted experiments on the HIV dataset to explore the impact

of XAI-FP with the increase of training data. The HIV dataset was down-

sampled to 100, 1,000, 5,000, 10,000, and 30,000 molecules, and each sub-

sampled data were used to construct XAI-assisted FP.
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Figure S1. The average Attribution-Accuracy values. (A) four GNN models and (B) six XAI 
methods. (C-F) Detailed Attribution Accuracies for combinations of all XAI methods and GNN 
models for each dataset.  
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Figure S2. Visualization of Benzene dataset. The embeddings learned by CMPNN+IG over the 
Benzene dataset shown by t-SNE, together with representatively 3 benzene and 3 non-benzene 
molecules. 
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Figure S3. Results of XAI-assisted FPs experiments with Random Forest. (A) The ROC 
curves of Morgan-FP, Morgan-FP + MACCS-FP, and Morgan-FP + XAI-FP with Random Forest 
on the OGB-HIV, OGB-BACE and OGB-BBBP dataset. (B) The predicted results of Morgan-FP + 
XAI-FPs, Morgan-FP + MACCS-FP and Morgan-FP with Random Forest model for the IGC50 
dataset. (C) The predicted results of Morgan-FP + XAI-FPs, Morgan-FP + MACCS-FP and 
Morgan-FP with Random Forest model for the LD50 dataset. 
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Table S1. Predictive Performance comparison of baseline methods (from previous literature) with 
our GNN models on FreeSolv, Lipophilicity, ESOL, ClinTox, BBBP benchmarks. 

Datasets FreeSolv Lipophilicity ESOL ClinTox BBBP 
Methods 𝑅" 𝑅" 𝑅" AUROC AUROC 
ECFP4 0.640a 0.577a 0.778a 0.640a 0.955a 

AGBT-FP 0.935b 0.776b - 0.935b 0.763b 

MPNN 0.923a 0.697a 0.939a 0.923a 0.960a 
SSL-FP 0.678c 0.740c 0.925c 0.688c 0.953c 

GraphSAGE 0.922 0.688 0.929 0.933 0.962 
GAT 0.919 0.685 0.924 0.889 0.959 

GraphNET 0.941 0.798 0.919 0.938 0.961 
CMPNN 0.933 0.823 0.932 0.941 0.963 

aThe prediction results are derived from Wu et al[1]. 
bThe prediction results are derived from Chen et al[2]. 
cThe prediction results are derived from Chen et al[3]. 

 

Table S2. Predictive Performance comparison of baseline methods (from previous literature) with 
our GNN models on LD50, IGC50, LC50, LC50DM, LogP datasets. 

Datasets     LD50 IGC50 LC50 LC50DM LogP 
Methods    𝑅" 𝑅" 𝑅" 𝑅" 𝑅" 
ECFP4 0.586a 0.647a 0.573a 0.452a 0.857a 

MACCS 0.643a 0.643a 0.608a 0.434a 0.867a 
HybridModel 0.629a 0.810a 0.678a 0.616a 0.893a 

AGBT-FP 0.671a 0.842a 0.783a 0.830a 0.905a 
GraphSAGE 0.654 0.778 0.731 0.724 0.904 

GAT 0.662 0.809 0.742 0.798 0.899 
GraphNET 0.683 0.834 0.793 0.810 0.923 
CMPNN 0.679 0.841 0.776 0.813 0.939 

aThe prediction results are derived from Chen et al[2]. 
 

Table S3. Explainability Performance comparison of baseline methods (RF and XGBoost) with 
GNN models (explained by IG). 

Datasets 3MR Benzene Hepatotoxicity Mutagenicity 
Methods Attribution-ACC 

RF + Feature Importances 0.516 0.621 0.523 0.607 
XGBoost + SHAP Values 0.678 0.740 0.701 0.688 

GraphSAGE + IG 0.948 0.866 0.894 0.831 
GAT + IG 0.897 0.789 0.853 0.848 

GraphNET + IG 0.939 0.856 0.935 0.884 
CMPNN + IG 0.963 0.907 0.929 0.885 

  



 
 

 
 

Table S4. The predicted substructures by representative combinations of GNN models and XAI 
methods. 

Ground-truth CMPNN+IG GraphNET+IG GraphSAGE+IG GAT+IG 

    

     

     
     

CMPNN+Random CMPNN+CAM CMPNN+SmoothGrad CMPNN+GradCAM CMPNN+GradInput 

     

     

     
 

 
  



 
 

 
 

Table S5. The Performance comparison of XAI method and medicinal chemists. 
 Prediction Performance Explanation Performance 

Accuracy Precision Attribution-ACC Attribution-Precision 
Random - - 0.568 0.123 
XAI 0.92 0.800 0.839 0.431 
MC1 0.68 0.842 0.820 0.352 
MC2 0.60 0.596 0.852 0.471 
MC3 0.62 0.667 0.801 0.232 
MC4 0.50 0.559 0.804 0.180 
MC5 0.58 0.595 0.794 0.294 
MC6 0.54 0.594 0.759 0.197 
MC7 0.62 0.656 0.804 0.220 

 

Table S6. Statistics of XAI-Benchmarks. 

Benchmark Task Dataset Name Compounds Substructure 

Synthetic 
Benchmarks 

Classification 3MR 3152 Three-membered ring 

Classification Benzene 12000 Benzene ring 

Experimental 
Benchmarks 

Classification Mutagenicity 6506 Mutagenicity alerts 

Classification Hepatotoxicity 587 Hepatotoxic alerts 

Classification CYP450 9122 Substructure differences 
 
 
  



 
 

 
 

 

Table S7. Atom features and Bond features. 
Features Description Size 
Atom   
Atom type Type of atom (ex.C,N,O), by atomic number. 100 
# Bonds Number of bonds the atom is involved in. 6 
Formal charge Integer electronic charge assigned to atom. 5 
Chirality Unspecified, tetrahedral CW/CCW, or other. 4 
# Hs Number of bonded Hydrogen atom. 5 
Hybridization sp, sp2, sp3, sp3d, or sp3d2 5 

Aromaticity Whether this atom is part of an aromatic 
system. 1 

Atomic mass Mass of the atom, divided by 100. 1 
   
Bond   
Bond type Single, double, triple, or aromatic. 4 
Conjugated Whether the bond is conjugated. 1 
In ring Whether the bond is part of a ring. 1 
Stereo None, any, E/Z or cis/trans. 6 

 
  



 
 

 
 

Table S8. Hyperparameter ranges for four types of GNN models. 
Model Hyperparameters Range 

GraphSAGE 

Batch size {32, 64} 
Learning rate {0.0001, 0.001, 0.01} 
Embedding size {32, 64, 128} 
Num of layer {3, 5} 
Aggregation type {Add, Mean, Max} 
Num of epoch {50, 100, 300} 

GAT 

Batch size {50, 64} 
Learning rate {0.0001, 0.001, 0.01} 
L2 regularization {0.0, 0.1} 
Embedding size {128, 256} 
Num of layer {2, 4} 
Attention head {4, 8} 
Dropout {0.0, 0.1} 
Num of epoch {50, 100, 300} 

GraphNET 

Batch size {32, 64} 
Learning rate {0.001, 0.01} 
L2 regularization {0.0, 0.1} 
Node embedding size {64, 256} 
Edge embedding size {32, 64} 
Num of layer {2, 4} 
Num of Set2Set layer {2, 3} 
Aggregation type {Add, Mean, Max} 
Num of epoch {30, 100, 300} 

CMPNN 

Batch size {50, 64} 
Learning rate {0.0001, 0.001} 
L2 regularization {0.0, 0.1} 
Embedding size {256, 300} 
Dropout {0.0, 0.1} 
Num of layer {2, 4} 
Undirected {False, True} 
Num of FFN layer {2, 5} 
Embedding size of FFN layer {256, 512} 
Num of epoch {30, 50} 

 
 
  



 
 

 
 

 

Table S9. The summary of public benchmark for XAI-assisted Fingerprints Experiments. 

Task Dataset Compounds Train Test 

Classification 

OGB-BBBP 1835 1631 204 

OGB-BACE 1362 1210 152 

OGB-HIV 37014 32901 4113 

Regression 
IGC50 1792 1434 358 

LD50 7413 5931 1482 
 

Table S10. Experiment results of XAI-assisted Fingerprints on Hepatotoxicity and Ames 
Mutagenicity datasets. 
 Hepatotoxicity Ames Mutagenicity 
Metric ACC %increase AUROC %increase 
Morgan-FP 0.517 - 0.871 - 
Morgan-FP + MACCS-FP 0.526 1.74% 0.893 2.52% 
Morgan-FP + XAI-FP 0.548 5.99% 0.904 3.79% 

 
 

Table S11. Hyperparameter ranges for Random Forest in XAI-assisted Experiments. 
Model Hyperparameters Range 

Random Forest 

n_estimators {100, 200, 500, 800, 1000} 
max_depth {5, 6, 7, 8} 
min_samples_split {2, 3, 4} 
min_samples_leaf {1, 3, 5} 
min_weight_fraction_leaf {0.0, 0.1, 0.2} 
max_leaf_nodes {None, 1, 5} 
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