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Materials and Methods 
 
Data description 
 
In this paper, we make inferences of the penetration of SARS-CoV-2 transmission into each 
Kenyan county using a mechanistic transmission model. Joint posterior distributions for the 
parameters of the transmission model were inferred for each county using a synthesis of three 
data sources:   
 

● Kenyan Ministry of Health National linelist. We were provided linelist information 
about confirmed cases and swab tests performed. However, the available data differed by 
date and county. Below we describe which bits of data were available at different times: 
 

○ Confirmed cases. PCR positive swab samples by collection date,  (𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃1+)𝑛𝑛, 
denoting the number of positive test results collected on day n for each county,, 
using the lab confirmation date of the swab test. Negative tests were not recorded 
in the national linelist. Those confirmed cases who died were also recorded by 
date of death for each county, (𝑋𝑋+)𝑛𝑛. The national linelist case data was available 
over the period we used for parameter inference in this paper (13th March to 26th 
April 2021), and over the period we used for out-of-sample validation of the 
model’s predictive ability (27th April – 21st May 2021). We screened out tests due 
to contact tracing or at entry to Kenya. 

○ National combined laboratory test results. The combined reported tests, by 
laboratory collection date, across Kenyan laboratories, (𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃2+)𝑛𝑛 and (𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃2−)𝑛𝑛, 
respectively denote the positive and negative test results by confirmation date 
among all Kenyan laboratories. This data covered the period 16th June onwards 
for all counties.  

○ Kemri-Wellcome Trust Research Programme (KWTRP) test result linelist. Most 
swab tests performed in the counties of the Coastal Province of Kenya reverted to 
the KWTRP testing laboratory for confirmation. (𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃3+)𝑛𝑛,𝑐𝑐 and (𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃3−)𝑛𝑛,𝑐𝑐, 
respectively denote the positive and negative test results by collection date in 
coastal county c on day n that were confirmed at KWTRP. As with the national 
linelist we screened out tests due to contact tracing or at entry to Kenya. The 
KWTRP linelist data was available from 13th March onwards. The counties 
covered by the KWTRP linelist were Kilifi, Kwale, Lamu, Mombasa, Taita 
Taveta and Tana River. 

 
 

● KWTRP serological surveillance programme (rounds 1 and 2). Numbers of 
seropositive (𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆+)𝑛𝑛,𝑐𝑐and seronegative (𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆−)𝑛𝑛,𝑐𝑐 blood samples collected from 
regional centres of the Kenyan National Blood Transfusion Service (KNBTS) on day n 
originating from county c. Residual blood samples for serology were obtained from 
regular blood donors attending 4 regional KNBTS centres (Mombasa, Nairobi, Eldoret 
and Kisumu) in two rounds of collection in May – September 2020. The study 
methodology is fully described in Uyoga et al (2). We also show data from round 3 of the 
KWTRP serological surveillance programme (unpublished) in the main manuscript Fig. 



2, which was collected January – March 2021, as validation data for the model predictive 
ability of seroprevalence. 
 

● Google mobility data. Daily estimates of relative human mobility 𝑚𝑚𝑛𝑛,𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎compared to a 
baseline of the same date in the previous year (2019) derived from Google mobility 
trends (32). We assumed that changes in trends in SARS-CoV-2 transmission in Kenya 
were due to changes in the underlying population mobility. In particular, by changing 
frequency of indoor congregations. Therefore, we calculated 𝑚𝑚𝑛𝑛,𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 as the average 
change in baseline mobility over the “retail and recreation”, “grocery and pharmacy”, 
“transit stations”, and, “workplaces” settings (Google defined categories), and also over 
the week prior to day n, in order to average over weekend effects. Due to incomplete 
data, and the likely bias introduced by using a mobility estimate derived from smartphone 
users in predicting the mobility of semi-rural populations outside of the major urban 
conurbations in Kenya, we consider only three areas: Nairobi, Mombasa and the pan-
Kenyan aggregate (Fig. S1). 

 
We performed a data cleansing process on the PCR datasets to improve their quality regarding 
the test date, age of the individual, symptoms and location. The data contained 4 spatial 
attributes; county, sub-county, ward and village, which we correct for inaccuracies in line with a 
ward level spatial baseline which accounts for the 47 Kenyan counties, 295 sub-counties and 
1450 wards  (https://data.humdata.org/dataset/administrative-wards-in-kenya-1450). This process 
includes spelling checks, string distance calculations, and an automated geo-search of addresses 
constructed using different combinations of the available spatial data per record. Finally, we run 
a distributed script that allows collating the number of positive/negative tests per day, county, 
sub-county, and age. 
 
For making inference about unknown parameters for each county (see below) we used different 
sources of PCR swab testing data depending on the county and date according to the following 
rules: 

• For coastal counties the KWTRP linelist was used. 
• For non-coastal counties the national case linelist was used between 13th March and 6th July, 

negative test results are unavailable over this period. 
• For non-coastal counties the national laboratory test linelist was used after 7th July and 21st May 

2021. During this period both positive and negative test results were available. 
 
The combined linelist data used in this paper is provided (Data S2), as well as the daily serology 
samples (Data S3). 
 
Transmission model 
 
We model the spread of SARS-CoV-2 in each of the 47 Kenyan counties as a two group SEIRS 
transmission process, with waning immunity returning completely protected recovered 
individuals to a waned immunity partially protected state (W). We attempt to capture the basic 
features of transmission between households, that is that we focus on the reduction in mixing 
indoors settings outside the home (termed places-of-interest/POIs) due to changes in behaviour 
in response to Kenyan government measures and an increased sense of personal risk. This 
approach is conceptually similar to some modelling studies in high-income countries (e.g. (33)), 

https://data.humdata.org/dataset/administrative-wards-in-kenya-1450


however, we used a simpler model structure reflecting the lower resolution data available in 
Kenya compared to most HICs. 
 
We hypothesize that social disaggregation occurred in Kenyan counties; that is that there were 
broadly two groups of people in each county who differed in their ability to reduce social 
mobility. These two groups represented the people with lower and higher socio-economic status 
(SES) in each county. Both the higher and lower SES groups are assumed to have similar 
epidemiological characteristics except that we assumed that: 
 

• The lower and higher SES groups responded to Kenyan government measures by reducing their 
time spent in POIs at different rates. 

• The higher SES group reduction in time spent in POIs was well estimated by Google mobility 
trend data (32). 

 
Alternatively, we can think of the two groups as being defined as those people whose visitation 
rates to POIs are well represented by Google mobility data (an unknown sized group in each 
county), and since this requires ownership of a smartphone, estimated as 30% of Kenyan adults 
in 2017 (34), this definition selects for being in a higher socio-economic status. 
 
We assumed that transmission is sustained by mixing at POIs and, therefore, if the SES groups 
reduced their mixing in POIs by proportions, respectively, 𝑐𝑐𝐿𝐿(𝑡𝑡) and 𝑐𝑐𝑈𝑈(𝑡𝑡), at each time t then 
the reproductive number for each county was reduced from some baseline reproductive ratio 𝑅𝑅0 
that would have be realised if social mobility had remained unchanged. By assumption, 𝑐𝑐𝑈𝑈(𝑡𝑡) 
was fitted to Google mobility data, whereas 𝑐𝑐𝐿𝐿(𝑡𝑡) was inferred jointly with other model 
parameters (see below). The per capita force of infection on individuals in the lower and higher 
SES groups, denoted respectively 𝜆𝜆𝐿𝐿(𝑡𝑡) and 𝜆𝜆𝑈𝑈(𝑡𝑡), was 

𝜆𝜆𝐿𝐿(𝑡𝑡) =
𝛾𝛾𝑅𝑅0(𝑡𝑡)
𝑁𝑁𝐿𝐿

�𝜖𝜖𝑐𝑐𝐿𝐿(𝑡𝑡)𝐼𝐼𝐿𝐿(𝑡𝑡) + (1 − 𝜖𝜖)𝑐𝑐𝑈𝑈(𝑡𝑡)𝐼𝐼𝑈𝑈(𝑡𝑡)�, 

𝜆𝜆𝑈𝑈(𝑡𝑡) =
𝛾𝛾𝑅𝑅0(𝑡𝑡)
𝑁𝑁𝑈𝑈

�(1 − 𝜖𝜖)𝑐𝑐𝐿𝐿(𝑡𝑡)𝐼𝐼𝐿𝐿(𝑡𝑡) + 𝜖𝜖𝑐𝑐𝑈𝑈(𝑡𝑡)𝐼𝐼𝑈𝑈(𝑡𝑡)�. 
(1) 

Where 𝛾𝛾 was the recovery rate, 𝜖𝜖 was the coupling factor between the two groups due to mixing 
in the same POIs (35, 36), and, 𝑁𝑁𝐿𝐿 = 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑁𝑁, where N was the population size of the county, and 
𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒 ∈ [0,1] was the proportion of the population in the lower SES group. The full set of ODEs 
for each county was, 
 

𝜕𝜕𝑡𝑡𝑆𝑆𝐿𝐿 =  −𝑐𝑐𝐿𝐿(𝑡𝑡)𝑆𝑆𝐿𝐿𝜆𝜆𝐿𝐿(𝑡𝑡), 
𝜕𝜕𝑡𝑡𝐸𝐸𝐿𝐿 =  𝑐𝑐𝐿𝐿(𝑡𝑡)(𝑆𝑆𝐿𝐿 + 𝜎𝜎𝜎𝜎𝐿𝐿)𝜆𝜆𝐿𝐿(𝑡𝑡) − 𝛼𝛼𝐸𝐸𝐿𝐿(𝑡𝑡), 

𝜕𝜕𝑡𝑡𝐼𝐼𝐿𝐿 =  𝛼𝛼𝐸𝐸𝐿𝐿(𝑡𝑡) − 𝛾𝛾𝐼𝐼𝐿𝐿(𝑡𝑡), 
𝜕𝜕𝑡𝑡𝑅𝑅𝐿𝐿 =  𝛾𝛾𝐼𝐼𝐿𝐿(𝑡𝑡) − 𝜔𝜔𝑅𝑅𝐿𝐿(𝑡𝑡), 

𝜕𝜕𝑡𝑡𝑊𝑊𝐿𝐿 =  𝜔𝜔𝑅𝑅𝐿𝐿(𝑡𝑡) − 𝜎𝜎𝑐𝑐𝐿𝐿(𝑡𝑡)𝑊𝑊𝐿𝐿𝜆𝜆𝐿𝐿(𝑡𝑡), 
𝜕𝜕𝑡𝑡𝑆𝑆𝑈𝑈 =  −𝑐𝑐𝑈𝑈(𝑡𝑡)𝑆𝑆𝑈𝑈𝜆𝜆𝑈𝑈(𝑡𝑡) 

𝜕𝜕𝑡𝑡𝐸𝐸𝑈𝑈 =  𝑐𝑐𝑈𝑈(𝑡𝑡)(𝑆𝑆𝑈𝑈 + 𝜎𝜎𝑊𝑊𝑈𝑈)𝜆𝜆𝑈𝑈(𝑡𝑡) − 𝛼𝛼𝐸𝐸𝑈𝑈(𝑡𝑡), 
𝜕𝜕𝑡𝑡𝐼𝐼𝑈𝑈 =  𝛼𝛼𝐸𝐸𝑈𝑈(𝑡𝑡) − 𝛾𝛾𝐼𝐼𝑈𝑈(𝑡𝑡), 
𝜕𝜕𝑡𝑡𝑅𝑅𝑈𝑈 =  𝛾𝛾𝐼𝐼𝑈𝑈(𝑡𝑡) − 𝜔𝜔𝑅𝑅𝑈𝑈(𝑡𝑡), 

𝜕𝜕𝑡𝑡𝑊𝑊𝑈𝑈 =  𝜔𝜔𝑅𝑅𝑈𝑈(𝑡𝑡) − 𝜎𝜎𝑐𝑐𝑈𝑈(𝑡𝑡)𝑊𝑊𝑈𝑈𝜆𝜆𝑈𝑈(𝑡𝑡). 

(2) 



 
Where 𝜎𝜎 is the reduction in susceptibility following a primary infection and 𝜔𝜔 is the waning rate 
of natural immunity. 
  
The S,E,I,R disease compartments correspond to numbers of susceptible/naïve, exposed, 
infectious and recovered/immune (37), with subscripts denoting lower or higher SES group. The 
effective R numbers for an infected in either SES group were, 

𝑅𝑅𝑒𝑒𝑒𝑒𝑓𝑓,𝐿𝐿(𝑡𝑡) = 𝛾𝛾𝛾𝛾𝐿𝐿(𝑡𝑡)𝑅𝑅0(𝑡𝑡)(𝜖𝜖𝑐𝑐𝐿𝐿(𝑡𝑡)𝑆𝑆𝐿𝐿(𝑡𝑡)
𝑁𝑁𝐿𝐿

+ (1−𝜖𝜖)𝑐𝑐𝑈𝑈(𝑡𝑡)𝑆𝑆𝑈𝑈(𝑡𝑡)
𝑁𝑁𝑈𝑈

), 

𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒,𝑈𝑈(𝑡𝑡) = 𝛾𝛾𝛾𝛾𝑈𝑈(𝑡𝑡)𝑅𝑅0(𝑡𝑡)(𝜖𝜖𝑐𝑐𝑈𝑈(𝑡𝑡)𝑆𝑆𝑈𝑈(𝑡𝑡)
𝑁𝑁𝑈𝑈

+ (1−𝜖𝜖)𝑐𝑐𝐿𝐿(𝑡𝑡)𝑆𝑆𝐿𝐿(𝑡𝑡)
𝑁𝑁𝐿𝐿

). 
(3) 

Fitting the incubation and recovery rates. The incubation rate and recovery rates were chosen so 
that  
 

1) The exponential growth rate r to basic reproductive number R0 relationship in this model matches 
that implied by Ferretti et al (38). The relationship was calculated using the formula 𝑅𝑅0 =
𝑤𝑤�(𝑟𝑟)−1, where  𝑤𝑤�  was the moment generating function (mgf) of the generation distribution for 
the transmission model (39). Ferretti et al derived a best-fit generation time distribution for 
SARS-CoV-2 transmission: Weibull(2.8,5.7), and the mgf of the generation time distribution 
implied by (2) can be solved directly by using Laplace transforms. The importance of matching to 
r to R0 relationship was that r is the directly observed quantity from case data, whereas R0 scales 
directly with reduction in mobility. Therefore, in this study, which is both data-driven and 
estimates the underlying mobility of the lower SES group, matching the r to R0 relationship to an 
inferred SARS-CoV-2 generation time distribution was important. 

2) The mean period between infections and symptom on-set was 5.1 days (40), assuming a mean 
pre-symptomatic period of 2 days (38, 41).  

 
By combining these two criteria we chose incubation rate as 𝛼𝛼 = 1/3.1 days-1, and the recovery 
rate 𝛾𝛾 = 2.4 days-1, see Fig. S2 for agreement between the r and R0 relationship for this model 
and the generation time distribution given by Ferretti et al. 
 
Waning immunity. The W disease compartment corresponds to the number of people who have 
had waning immunity following a natural infection of SARS-CoV-2. Full immunity is assumed 
to be lost at a rate 𝜔𝜔 =1/180 days -1, and after loss of full immunity the W-group individuals 
have a decreased susceptibility to SARS-CoV-2 infection of 𝜎𝜎 = 0.16 relative to S-group 
individuals. There is substantial uncertainty about reinfection, and how transmissible reinfected 
individuals might be, despite a series of recent studies. We chose the reinfection rate, and 
subsequent protection from reinfection so that we broadly match these recent studies (Fig. S3). 
However, we couldn’t find any data on whether reinfected individuals are typically as 
transmissible as people undergoing their first episode of SARS-CoV-2 infection. We defaulted to 
the maximalist assumption that reinfected individuals are as infectious as the typical person 
undergoing their primary episode. 
 
Fitting contact rates for visiting POIs for lower and upper SES groups. A key assumption in this 
paper is that we assumed that there exists a group of people in each Kenyan county who are well 
described by Google mobility data (32). The Google mobility data tracks time spent by 
users/visitation rate in various settings relative to immediately before the pandemic. We took a 



fairly simple approach to using this information, we considered the averaged relativity mobility 
to indoors settings: “retail and recreation”, “grocery and pharmacy”, “transit stations”, and, 
“workplaces”, which we weighted equally. This gave a relative mobility rate to “risky” settings 
on each day after 20th February 2020, which we assumed was data for fitting 𝑐𝑐𝑈𝑈(𝑡𝑡). We fitted 
𝑐𝑐𝑈𝑈(𝑡𝑡) using a simple piecewise linear functional form: 𝑐𝑐𝑈𝑈(𝑡𝑡) = 1 for 𝑡𝑡 ≤ 15th March 2020 and 
𝑡𝑡 ≥ 1st November 2020, between these dates we fitted a rapid linear decline in 𝑐𝑐𝑈𝑈(𝑡𝑡) from 15th 
March to a minimum point on 15th April 2020 𝑐𝑐𝑈𝑈(15𝑡𝑡ℎ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴) = 0.56, and then slower linear 
growth until 1st November 2020 (Fig S1).  
 
We assumed that the lower SES group followed the same pattern as the Google mobility data: 
decreasing from 15th March 2020 until 15th April 2020 then increasing back to baseline on 1st 
November 2020 except that the minimum point of the lower SES mobility was treated as an 
unknown parameter 𝑐𝑐𝐿𝐿,𝑚𝑚𝑚𝑚𝑚𝑚. 
 
Change in transmission rates due to schools being open/closed and introduction of new variants. 
In addition to the time-varying visitation rates to POIs, we assumed that the basic reproductive 
number R0(t) depended on whether (i) schools were open or shut, (ii) whether a, potentially, 
more transmissible variant than the original wildtype strains had become dominant. Therefore, 
the reproductive number R0(t) took three values over the period being simulated (Feb 21st 2020 
to Aug 1st 2021): 
 

1. 𝑅𝑅0(𝑡𝑡) = 𝑅𝑅0, whilst schools were open (before March 15th 2020 and after Jan 4th 2021) and before 
Feb 1st 2021. The parameter R0 is the unrestricted reproductive number of the wildtype SARS-
CoV-2 strains circulating from the beginning of the pandemic in Kenya. 

2. 𝑅𝑅0(𝑡𝑡) = 𝜉𝜉𝑠𝑠𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑅𝑅0, between March 15th 2020 and January 4th 2021 whilst schools were open. 
𝜉𝜉𝑠𝑠𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 was the multiplicative effect on R0 of having schools closed. 

3. 𝑅𝑅0(𝑡𝑡) = 𝜉𝜉𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑅𝑅0, after Feb 1st 2021. 𝜉𝜉𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 was the multiplicative effect on R0 of new 
variants becoming dominant in February 2021. 

 
The reason we chose Feb 1st 2021 as the possible change point for increased transmissibility was 
based on the increase in frequency of alpha and beta variants in Kenya (20), which went above 
50% of reported samples in Feb 2021 after low frequency in December 2020 and January 2020. 
No variants of concern were detected in Kenya before December 2020 (20). 
 
The cumulative infection processes. The number of people who would test positive, either as 
PCR positive, or as seropositive, on each day n depended on: 1) the rate of new incidence on 
each day s < n, and, 2) the probability that someone who was infected on day s is detectable by 
either PCR or serology respectively 𝜏𝜏 =  𝑛𝑛 − 𝑠𝑠 days later. We calculated the daily incidence rate 
from the model by including the cumulative infections among the lower and upper SES groups 
and separating between first infection and all infections (including reinfections) as dummy 
degrees of freedom in the ODE system (2): 

𝜕𝜕𝑡𝑡𝐹𝐹𝐿𝐿(𝑡𝑡) =  𝑐𝑐𝐿𝐿(𝑡𝑡)𝑆𝑆𝐿𝐿𝜆𝜆𝐿𝐿(𝑡𝑡), 
𝜕𝜕𝑡𝑡𝐶𝐶𝐿𝐿(𝑡𝑡) =  𝑐𝑐𝐿𝐿(𝑡𝑡)(𝑆𝑆𝐿𝐿 + 𝜎𝜎𝑊𝑊𝐿𝐿)𝜆𝜆𝐿𝐿(𝑡𝑡), 

𝜕𝜕𝑡𝑡𝐹𝐹𝑈𝑈(𝑡𝑡) =  𝑐𝑐𝑈𝑈(𝑡𝑡)𝑆𝑆𝑈𝑈𝜆𝜆𝑈𝑈(𝑡𝑡), 
𝜕𝜕𝑡𝑡𝐶𝐶𝑈𝑈(𝑡𝑡) =  𝑐𝑐𝑈𝑈(𝑡𝑡)(𝑆𝑆𝑈𝑈 + 𝜎𝜎𝑊𝑊𝑈𝑈)𝜆𝜆𝐿𝐿(𝑡𝑡). 

(4) 



Where 𝐹𝐹(𝑡𝑡)⋅ and 𝐶𝐶⋅(𝑡𝑡) were respectively the cumulative first infections, and all infections, by 
time t in each SES group. The daily numbers of new infections on each day n among each group 
and differentiating between first and all infections predicted by the transmission model was,  

𝜄𝜄𝑛𝑛,𝐹𝐹,𝐿𝐿 = 𝐹𝐹𝐿𝐿(𝑛𝑛 + 1) − 𝐹𝐹𝐿𝐿(𝑛𝑛) for each day n. (5) 

And similarly for other combinations of SES group and infection episode.  
  
Observation model 
 
The underlying transmission of SARS-CoV-2 is not observed, rather we have access to swab 
tests and serological tests (positive and negative) aggregated by date and county. Therefore, we 
developed an observation model that connects unobserved daily transmission rates, which 
depend on the unknown transmission parameters, to the number of individuals in each county 
who were detectable as infected. Then we define parametric distributions for the daily pattern of 
positive and negative swab and serological tests on each day. 
 
There was substantial day-to-day variation in both reported numbers of positive swab tests and 
percentage of positive tests among all samples confirmed that day (where negative test data is 
available). The underlying causes of the high level of day-to-day volatility are probable multiple 
including variation in daily testing rate, as well as in the settings at which swab test were 
collected, e.g. at the hospital, from a walk-up testing facility etc, as the focus of Kenyan public 
health teams has shifted over the course of the epidemic. Because of the substantial day-to-day 
variation, we use the standard robust alternatives to the natural Poisson and Binomial models for 
count data, the Negative-binomial and Beta-Binomial models respectively (42). Moreover, we 
assumed that the two SES groups had different parameters with respect to the chance of an 
infection being detected. 
 
Observable infection status in each county. The probability that an infected individual would be 
determined as having been infected 𝜏𝜏 days after infection if tested by either a PCR swab test or a 
serology test was denoted, respectively, 𝑄𝑄𝑃𝑃𝑃𝑃𝑃𝑃(𝜏𝜏) and 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜏𝜏). By combining the underlying 
infection processes and the delay between infection and observability in our available data sets 
we find that the number of people who would test positive on each day in each county from 
either SES group, with a PCR test (𝑃𝑃+)𝑛𝑛,𝐿𝐿/𝑈𝑈, and/or a serology test (𝑆𝑆+)𝑛𝑛,𝐿𝐿/𝑈𝑈, is, 

(𝑃𝑃+)𝑛𝑛,𝐿𝐿 = ∑ 𝜄𝜄𝑠𝑠,𝐶𝐶,𝐿𝐿𝑄𝑄𝑃𝑃𝑃𝑃𝑃𝑃(𝑛𝑛 − 𝑠𝑠)𝑛𝑛−1
𝑠𝑠=1 , 

(𝑃𝑃+)𝑛𝑛,𝑈𝑈 = ∑ 𝜄𝜄𝑠𝑠,𝐶𝐶,𝑈𝑈𝑄𝑄𝑃𝑃𝑃𝑃𝑃𝑃(𝑛𝑛 − 𝑠𝑠)𝑛𝑛−1
𝑠𝑠=1 , 

  (𝑆𝑆+)𝑛𝑛,𝐿𝐿 = ∑ 𝜄𝜄𝑠𝑠,𝐹𝐹,𝐿𝐿𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑛𝑛 − 𝑠𝑠) 𝑛𝑛−1
𝑠𝑠=1 +  𝑝𝑝𝐹𝐹𝐹𝐹𝑆𝑆(𝑡𝑡), 

  (𝑆𝑆+)𝑛𝑛,𝑈𝑈 = ∑ 𝜄𝜄𝑠𝑠,𝐹𝐹,𝑈𝑈𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑛𝑛 − 𝑠𝑠) 𝑛𝑛−1
𝑠𝑠=1 + 𝑝𝑝𝐹𝐹𝐹𝐹𝑆𝑆(𝑡𝑡)  

where 𝑡𝑡 was the midpoint of day n. 

(6) 

𝑝𝑝𝐹𝐹𝐹𝐹 was the false positive rate for the serology assay (see table S1). Underlying equation (6) is 
an assumption that the PCR test is 100% specific to SARS-CoV-2. Note that we are assuming 
that only the first infection contributes to the serological status of individuals, but that 
reinfections contribute to PCR status equally to first infections.   
 



Fitting 𝑄𝑄𝑃𝑃𝑃𝑃𝑃𝑃(𝜏𝜏) . We fitted the sensitivity of a PCR swab test on each day s post-symptoms, 
𝑄𝑄𝛤𝛤(𝑠𝑠), to data on diagnostic accuracy given in Zhou et al (43), the fitted functional form for 
PCR-detectability more than 5 days after infection was:   

𝑄𝑄𝛤𝛤(𝑠𝑠|𝑘𝑘� = 18.4,𝜃𝜃� = 1.1) for 𝑠𝑠 ≥ 0 days. (7) 

Where 𝑄𝑄𝛤𝛤 was the tail distribution function of a Gamma distribution with fitted shape parameter 
𝑘𝑘� = 18.4 and fitted scale parameter 𝜃𝜃� = 1.1. This aligns with Zhou et al that the median period 
to become PCR undetectable after symptoms was 20 days with reported interquartile range of 
17-24 days (43). 𝑄𝑄𝛤𝛤 doesn’t account for the delay between infection and becoming PCR 
detectable. To account for this delay we assumed that the distribution of delay between infection 
and maximum detectability followed the same distribution as the delay between infection and 
onset of symptoms (among those infected individuals who present with COVID-19 symptoms) 
as reported by Lauer et at (40), 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∼ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙� = 1.64, 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙� =
0.36). Therefore, 

𝑄𝑄𝑃𝑃𝑃𝑃𝑃𝑃(𝜏𝜏) = ∑ 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜(𝑠𝑠)𝜏𝜏
𝑠𝑠=0 𝑄𝑄𝛤𝛤(𝜏𝜏 − 𝑠𝑠) . (8) 

Where 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜(𝑠𝑠) is the probability of developing symptoms on day s after infection. The true 
maximum sensitivity of the PCR test in a typical Kenyan setting is absorbed into our observation 
model via detection probability parameters (see below). 𝑄𝑄𝑃𝑃𝑃𝑃𝑃𝑃 is displayed in Fig. S3. 
 
Fitting 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜏𝜏). The lag between symptoms and maximum detectability by serological assays 
has been reported as 21 days in a metastudy of reported diagnostic sensitivities (44). We 
assumed that, given an additional 5 day lag after infection (mean of onset time distribution), the 
sensitivity of the serological assay increased linearly from 0 at infection to a maximum of 82.5% 
(2) over 26 days. 
 

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜏𝜏)  = 0.825𝜏𝜏/26 for 0 < 𝜏𝜏 < 26 days, 
𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜏𝜏)  = 0.825 for 𝜏𝜏 ≥ 26 days. (9) 

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is displayed in Fig. S3. Note that this implementation does not include the possibility of 
waning levels of detectable antibodies, that is seroreversion (23). For comparison in main Fig. 2 
we include a forecast of seroprevalence using a simple model of seroreversion, 
  

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜏𝜏)  = 0.825𝜏𝜏/26 for 0 < 𝜏𝜏 < 26 days, 
𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜏𝜏)  = 0.825(1 − 𝑝𝑝𝑤𝑤)𝜏𝜏−26 for 𝜏𝜏 ≥ 26 days. (10) 

Where 𝑝𝑝𝑤𝑤 is the daily probability of seroreversion if this only occurs on days after the 26th day 
post-infection. 
 
Detection of cases and number of swab tests performed each day. Obviously, our observations 
depend on the number of swab tests being performed on each day. Because of the fluctuations in 
testing rate in Kenya, and because of difficulty in asserting the reason for each swab test, we fit 
to the proportion of positive swab tests on each day whenever positive and negative test results 
are available (see below). However, we also aim to capture the true underlying detection rate 
over time; that is the % of all infections who are identified as a case. This detection rate changes 
with time due to the increasing and decreasing availability of tests, however, the number of tests 



performed on each day was also somewhat dependent on the demand for tests. Therefore, we 
expected the number of tests on each day to be correlated with the proportion of tests returning 
positive, because in periods with high PCR positivity there was also likely to be higher demand 
for tests to be performed.  
 
We found that the daily number of tests performed across Kenya increased almost monotonically 
from the beginning of March 2020 until reaching 4000 tests nationwide per day in early July 
2020, and afterwards was correlated with the proportion positive over all the tests, as expected 
(Fig. S4). We interpreted this finding as the testing regime being composed of two main periods: 
1) March – June 2020, under-capacity of testing in Kenya when infections were more likely to be 
unidentified due to simply lacking available swabs, and, 2) July 2020 onwards, Kenyan testing is 
at maximum capacity and the testing rate responds to demand. We give a simple piece-wise 
linear form for the relative detection rate (RDR) in Kenya on day n, 

RDR(𝑛𝑛)  = �
0, 𝑛𝑛 < 14𝑡𝑡ℎ 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ 2020,

(𝑛𝑛 − 14𝑡𝑡ℎ𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ2020)/120, 𝑛𝑛 ≥ 14𝑡𝑡ℎ 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ 2020,𝑛𝑛 < 12𝑡𝑡ℎ 𝐽𝐽𝐽𝐽𝐽𝐽𝐽𝐽 2020,
1,𝑛𝑛 ≥ 12𝑡𝑡ℎ 𝐽𝐽𝐽𝐽𝐽𝐽𝑦𝑦 2020.

  (11) 

 
Negative-binomial model for number of daily positive swab tests. The mean detection rate per 
PCR-detectable individual per day by swab testing for each SES group (𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝐿𝐿 and 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑈𝑈), and 
the clustering factor1 of the daily detections (𝛼𝛼), which we point estimate as 𝛼𝛼𝑃𝑃𝑃𝑃𝑃𝑃 = 0.5. The 
observed number of positive swab tests in each county on day n was connected to the underlying 
detection rate using a negative binomial distribution, 

𝜇𝜇𝑛𝑛 = 𝑅𝑅𝑅𝑅𝑅𝑅(𝑛𝑛)(𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝐿𝐿�𝑃𝑃+)𝑛𝑛,𝐿𝐿 +  𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑈𝑈(𝑃𝑃+)𝑛𝑛,𝑈𝑈�,  
(𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃+)𝑛𝑛 ∼ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝜇̂𝜇 = 𝜇𝜇𝑛𝑛,𝛼𝛼� = 𝛼𝛼𝑃𝑃𝑃𝑃𝑃𝑃) for each day n. 

(12) 

Where 𝜇𝜇𝑛𝑛 is the mean number of PCR positives expected by the model accounting for the 
detection rates by SES group, relative detection rate (which reduces the chance of detecting a 
case before July 2020)  

 
Beta-binomial model for proportion of daily positive swab tests. We didn’t expect the daily swab 
test results to reflect an unbiased sample of the underlying PCR- detectable fraction of the 
population. Therefore, we include a relative bias parameter for a PCR-detectable individual 
being tested relative to a PCR-undetectable individual, for each SES group (𝜒𝜒𝐿𝐿, 𝜒𝜒𝑈𝑈), and an 
effective sample size parameter (𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃; (42)). We used a point estimate of 𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃 = 30. On days 
where negative swab tests were available, we connect the observable status of the epidemic to 
the data thus, 

𝑝𝑝𝑛𝑛 = (1 − 𝑝𝑝𝑈𝑈)
𝜒𝜒𝐿𝐿(𝑃𝑃+)𝑛𝑛,𝐿𝐿

(𝜒𝜒𝐿𝐿 − 1)(𝑃𝑃+)𝑛𝑛,𝐿𝐿 + 𝑁𝑁𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝑝𝑝𝑈𝑈

𝜒𝜒𝑈𝑈(𝑃𝑃+)𝑛𝑛,𝑈𝑈

(𝜒𝜒𝑈𝑈 − 1)(𝑃𝑃+)𝑛𝑛,𝑈𝑈 + 𝑁𝑁(1 − 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒)
 

(𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃+)𝑛𝑛,𝑐𝑐 ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑁𝑁𝑠𝑠� = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃,𝑛𝑛,   𝑝̂𝑝 = 𝑝𝑝𝑛𝑛,𝑀𝑀� = 𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃) for each day n. 
(13) 

Where 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃,𝑛𝑛 is the total number of PCR swab samples collected on day n in the county being 
fitted and 𝑝𝑝𝑛𝑛 is the proportion of tests performed returning positive expected by the model, 
accounting for bias in the sampling regime and the possibility that tests occur among the upper 

 
1Here the clustering coefficient is the inverse of the dispersion parameter k, a common alternative parameterisation 
of the negative binomial distribution. 



SES group with probability 𝑝𝑝𝑈𝑈 independently of the underlying numbers of PCR detectable 
individuals.  
 
Beta-binomial model for proportion of daily positive serological tests. The reported uncertainty 
in the maximum sensitivity of serology assay was fairly high: the posterior mean sensitivity was 
82.5% (credible interval 69.6-91.2%; (2). The posterior uncertainty in the serological sensitivity 
influenced the confidence the inference method placed on the serological sample data; if the test 
sensitivity was known to high precision we would treat each day’s serological samples as a 
binomial draw from an underlying proportion of seropositive individuals given by equation (6). 
Given that the sensitivity of the serological assay was itself an uncertain factor we fitted the 
posterior uncertainty in the testing sensitivity to a beta distribution: 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∼
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 33.6, 𝛽̂𝛽 = 7.13). This implied that the appropriate observation model for the number 
of positive serological samples on day n ((𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆+)𝑛𝑛), out of the total number of serological 
samples being collected on day n, 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑜𝑜,𝑛𝑛 = (𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆+)𝑛𝑛 + (𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆−)𝑛𝑛,  was a Beta-binomial 
distribution, 

(𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆+)𝑛𝑛 ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑁𝑁𝑠𝑠� = 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑛𝑛, 𝑝̂𝑝 =  (𝑆𝑆+)𝑛𝑛
𝑁𝑁

,𝑀𝑀� = 𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠). (14) 

Given an underlying realization of the transmission process the mean number of positive 
serological samples on day n is 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑛𝑛  (𝑆𝑆+)𝑛𝑛

𝑁𝑁
. The “total-count” parameter (42), 𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝛼𝛼�  +

𝛽̂𝛽 = 40.73, allowed for greater dispersion in the observed seropositive count data than would be 
allowed by a Binomial model. 
 
 
Parameter inference 
 
As described in Data description section we had access to data on daily swab tests (positive and 
negative) and the KWTRP serological survey daily samples. We grouped the parameters for 
inference into transmission model parameters (𝜃𝜃𝑇𝑇𝑇𝑇) and observation model parameters (𝜃𝜃𝑂𝑂𝑂𝑂) 
and used Bayesian likelihood-based inference to infer parameters. A challenge with using the 
linelist data in Kenya for inference of transmission was that the metadata concerning the reason 
for receiving a swab test, the levels of symptoms of people who tested positive, and their 
healthcare outcomes were often missing. Overall, more than 90% of the people who tested 
positive in Kenya, and for whom we have a description of their symptoms, reported no 
symptoms (asymptomatic). Therefore, unlike model-based inference for COVID-19 transmission 
in high-income countries we didn’t use severe outcomes such as hospitalisation or death as data 
sources for inference, e.g. (7), because this data was unreliable. Instead, we concentrated on 
fitting to the proportion positive of daily swabs test and serological tests jointly with detection 
rate of cases. 
 
We use the Bayesian inference to infer a joint posterior distribution for the unknown parameters 
(both transmission-based parameters and observation-based parameters) for each county. We 
describe the three main ingredients for our Bayesian approach below: 1) the log-likelihood 
function for the data given a set of parameters, 2) the county-specific hierarchy of prior 
distributions for the parameters, and, 3) the Markov-chain Monte Carlo method used to draw 
parameter sets from the posterior distribution. 



 
Log-likelihood function. The observation model gives the following log-likelihood function for 
the unknown parameters 𝜃𝜃 = (𝜃𝜃𝑇𝑇𝑇𝑇 ,𝜃𝜃𝑂𝑂𝑂𝑂) given the sampling data for a county, 𝑫𝑫 =
{(𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆+)𝑛𝑛, (𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆−)𝑛𝑛, (𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃+)𝑛𝑛, (𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃−)𝑛𝑛}𝑛𝑛=1,2,3,… : 

𝑙𝑙(𝜃𝜃) = �𝑙𝑙𝑙𝑙 𝑓𝑓𝑁𝑁𝑁𝑁((𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃+)𝑛𝑛|𝜇̂𝜇 = 𝜇𝜇𝑛𝑛,𝛼𝛼� = 𝛼𝛼𝑃𝑃𝑃𝑃𝑃𝑃)
𝑛𝑛

+ � 𝑙𝑙𝑙𝑙 𝑓𝑓𝐵𝐵𝐵𝐵((𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃+)𝑛𝑛|𝑁𝑁𝑠𝑠� = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃,𝑛𝑛, 𝑝̂𝑝 = 𝑝𝑝𝑛𝑛,𝑀𝑀� = 𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃)
𝑛𝑛∈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

 

                +�𝑙𝑙𝑙𝑙 𝑓𝑓𝐵𝐵𝐵𝐵( (𝑂𝑂𝑂𝑂𝑂𝑂𝑆𝑆+)𝑛𝑛|𝑁𝑁𝑠𝑠� = 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑛𝑛, 𝑝̂𝑝 =  
(𝑆𝑆+)𝑛𝑛,𝑐𝑐

𝑁𝑁
,𝑀𝑀� = 𝑀𝑀�𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)

𝑛𝑛

. 

(15) 

Where 𝑓𝑓𝑁𝑁𝑁𝑁 and 𝑓𝑓𝐵𝐵𝐵𝐵 are, respectively, the probability mass functions for the negative binomial 
and beta-binomial distributions, as described in the observation model subsection. The index set 
of days in 𝑛𝑛𝑛𝑛𝑛𝑛𝑠𝑠 covered days where PCR negative tests were available in the county being fitted. 
The first day where samples were included in the log-likelihood calculation was 12th April 2020, 
due to testing being even more irregular before that date, and the last day was 27th April 2021. 
 
County-specific hierarchy of priors. As described in the main text, when designing priors for 
Bayesian inference we, first, grouped the counties by socio-economic and epidemiological 
factors using an unsupervised machine learning technique. The socio-economic/epidemiological 
factors are described and were generated in Macharia et al (28), and included factors such as 
county rates of obesity, informal settlement habitation, population density and access to major 
cities. We used ordered leaf clustering by centred and standardized 𝐿𝐿1 (Manhattan) distance over 
all factors to group the 47 counties and identified four groups of similar counties (Fig S5). 
Nairobi and Mombasa were sufficiently distinct from other counties that they formed their own 
singlet groupings. There were two further county groupings evident from the unsupervised 
learning, which corresponded to predominantly remote and rural counties and to counties with 
partial urbanization and greater connectivity to the main Kenyan cities. The full county list of the 
identified groups was: 
 

1) The capital city Nairobi (also a county) and,  
2) The second city Mombasa (also a county) 
3) Semi-urban/semi-rural counties that either contain significant sized cities and/or 

neighbour Nairobi county: Baringo, Bomet, Bungoma, Busia, Elgeyo Marakwet, 
Embu, Homa Bay, Kakamega, Kajiado, Kericho, Kiambu, Kirinyaga, Kisii, 
Kisumu, Kitui, Laikipia, Machakos, Makueni, Meru, Migori, Murang’a, Nakuru, 
Nandi, Nyamira, Nyandarua, Nyeri, Siaya, Taita Taveta, Tharaka Nithi, Trans 
Nzoia, Uasin Gishu, Vihiga. 

4) More rural counties and/or more remote counties: Garissa, Isiolo, Kilifi, Kwale, Lamu, 
Mandera, Marsabit, Narok, Nyeri, Samburu, Tana River, Turkana, Wajir, West 
Pokot 

 



We also distinguished the counties by the number of serological tests in the KWTRP serological 
surveillance trial rounds 1 and 2 that had been performed on people living in them. Serology test 
data was critical for identifying parameters involved in the detection of infections in each county 
by giving an estimate of the true population exposure at different time points. 11 counties had 
notably more serological tests than the 36 other counties: Embu, Kilifi, Kisii, Kisumu, Kwale, 
Mombasa, Nakuru, Nairobi, Nyeri, Siaya, Uasin Gishu (Fig S5).  
 
For the 11 counties with higher numbers of serological tests we assigned priors that encoded our 
a priori beliefs about the epidemic in Kenya. The prior distributions for ϵ, 𝑐𝑐𝐿𝐿,𝑚𝑚𝑚𝑚𝑚𝑚, 𝜒𝜒𝐿𝐿, 𝜒𝜒𝑈𝑈 were 
the same for each county reflecting our a priori beliefs. We had 1) strong confidence that mixing 
between SES groups would be assortative, 2) weak confidence that the lower SES group would 
be able to reduce their mobility less than the upper SES group, 3) moderate confidence that the 
daily detected proportion PCR tests being positive would be higher than the actual proportion of 
the population PCR detectable, with this bias being higher among the lower SES group who were 
believed would be less likely to seek a test when asymptomatic compared to individuals in the 
upper SES group, and, 4) moderate confidence that new variants dominating transmission from 
February 2021 onwards were about 50% more transmissible: 
 

• ϵ ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 45, 𝛽̂𝛽 = 5).  
• cL,min ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 8, 𝛽̂𝛽 = 2). 
• 𝜒𝜒𝐿𝐿 ∼ 𝛤𝛤�𝑘𝑘� = 10,𝜃𝜃� = 4.5/10�. 
• 𝜒𝜒𝑈𝑈 ∼ 𝛤𝛤 �𝑘𝑘� = 10,𝜃𝜃� = 1.5

10
�. 

• 𝜉𝜉𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 ∼ 𝛤𝛤 �𝑘𝑘� = 10,𝜃𝜃� = 1.5
10
�.  

 
The county group specific priors for the 11 counties with higher numbers of serological tests 
were: 

• Nairobi and Mombasa.  
o 𝑅𝑅0 ∼ Γ(𝑘𝑘� = 3,𝜃𝜃� = 2.5

3
). 

o E(0) ∼ 𝛤𝛤�𝑘𝑘� = 3,𝜃𝜃� = 100/3�. 
o ptest,L ∼ 𝛤𝛤 �𝑘𝑘� = 3,𝜃𝜃� = 10−4

3
�. 

o ptest,U ∼ 𝛤𝛤 �𝑘𝑘� = 3,𝜃𝜃� = 5 × 10−4

3
�. 

o 𝑝𝑝𝑈𝑈 ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 40, 𝛽̂𝛽 = 60).  
o 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒 ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 35, 𝛽̂𝛽 = 15).  

• Semi-urban/semi-rural counties. 
o 𝑅𝑅0 ∼ Γ(𝑘𝑘� = 3,𝜃𝜃� = 2

3
). 

o E(0) ∼ 𝛤𝛤�𝑘𝑘� = 3,𝜃𝜃� = 1/3�. 

o ptest,L ∼ 𝛤𝛤 �𝑘𝑘� = 3,𝜃𝜃� = 2 × 10−5

3
�. 

o ptest,U ∼ 𝛤𝛤 �𝑘𝑘� = 3,𝜃𝜃� = 10−4

3
�. 

o 𝑝𝑝𝑈𝑈 ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 80, 𝛽̂𝛽 = 20).  
o 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒 ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 95, 𝛽̂𝛽 = 5).  

• Rural counties. 
o 𝑅𝑅0 ∼ Γ(𝑘𝑘� = 3,𝜃𝜃� = 1.5

3
). 



o E(0) ∼ 𝛤𝛤�𝑘𝑘� = 3,𝜃𝜃� = 0.1/3�. 

o ptest,L ∼ 𝛤𝛤 �𝑘𝑘� = 3,𝜃𝜃� = 1 × 10−5

3
�. 

o ptest,U ∼ 𝛤𝛤 �𝑘𝑘� = 3,𝜃𝜃� = 5 × 10−5

3
�. 

o 𝑝𝑝𝑈𝑈 ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 90, 𝛽̂𝛽 = 10).  
o 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒 ∼ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 95, 𝛽̂𝛽 = 5).  

The county group specific priors were based on the view that although the most a priori likely 
possibility was that most counties had very few infected individuals on 21st February, and that 
we might expect the unknown numbers of exposed people to be concentrated in cities. We had 
moderate a priori confidence that the overall detection rate among the upper SES would be 
around 5% of infections, and about 1% among the lower SES group. We had strong confidence 
that the inferred community size of the upper SES group would be higher in cities rather than 
other counties. 
 
For the other 36 counties with less serological testing, we used the same county-group specific 
priors except that the PCR positivity bias parameters (𝜒𝜒𝐿𝐿 ,𝜒𝜒𝑈𝑈) and daily detection rates of 
positives (𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝐿𝐿,𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑈𝑈) had priors derived from the inferred posteriors of counties among the 
11 with higher numbers of serology tests. This was an approximation to a hierarchical Bayesian 
formulation of a joint likelihood for all 47 Kenyan counties; we fitted gamma distributions to the 
pooled posterior draws for these parameters over the semi-urban/semi-rural counties with larger 
numbers of serological tests (Embu, Kisii, Kisumu, Nakuru, Nyeri, Siaya, Uasin Gishu) and 
the rural counties with larger numbers of serological tests (Kilifi and Kwale). These fitted priors 
were used for parameter inference. 
 
MCMC draws. We used Hamiltonian MCMC with NUTS (20) to perform Bayesian inference by 
drawing 2,000 samples from the posterior distribution, 

𝜃𝜃(𝑘𝑘) ∼ 𝑃𝑃(𝜃𝜃|𝐷𝐷) ∝𝑒𝑒𝑒𝑒𝑒𝑒 (𝑙𝑙(𝜃𝜃)) 𝑃𝑃(𝜃𝜃), for 𝑘𝑘 =  1,2,3, … (16) 

for each county using the NUTS-HMC sampler implemented by the Julia language package 
dynamicHMC.jl. Solving the likelihood function for a proposed value of 𝜃𝜃 involved solving the 
ODE system (2), we used the highly performant DifferentialEquations.jl package for ODE 
solutions (45). The HMC method required a log-likelihood gradient, 𝛻𝛻𝜃𝜃𝑙𝑙, which, for our use-case 
of a small ODE system with a low number of parameters, was most efficiently supplied by 
forward-mode automatic differentiation implemented by the package ForwardDiff.jl. 
 
The MCMC chain converged for each county (all MCMC chains and MCMC diagnostics can be 
accessed through the linked open code repository). The posterior mean (and 95% CIs) for each 
parameter can be found in supplementary data: Data S1 
 
Back-calculation and forecasting for Kenyan counties 
 
The parameter draws from the posterior distribution defined the uncertainty in our model 
nowcasts and forecasts for each county, since the underlying transmission model was 
deterministic. Therefore, posterior distributions for epidemic quantities were created by 
simulating the epidemic for each 𝜃𝜃(𝑘𝑘),𝑘𝑘 =  1,2, … posterior draws. We used this technique for 
both back-calculating estimates of quantities that were unobserved during the data collection 



period, such as the daily infection rate in each SES group and the seropositivity rates after round 
2 of the serological survey finished, and, forecasting ahead of the data collection period by 
assuming that the parameters remained unchanged in May-July 2021. 
 
When forecasting the number of positive tests that would occur on days in the future, we 
combined a forecast of the proportion positive expected on each day, for each posterior draw of a 
parameter set, with a forecast of the number of tests that would be performed on each day. We 
noted that the number of tests performed was not independent of the proportion positive, and for 
each county fitted a simple linear model 

𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃,𝑛𝑛 = 𝛽𝛽0 + 𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
�𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃+�𝑛𝑛
𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃,𝑛𝑛

+ 𝜖𝜖𝑛𝑛 . (17) 

For days 𝑛𝑛 that cover the most recent 60 days of available test data (𝜖𝜖𝑛𝑛 are iid normal errors). 
 
Inference of observed mortality rate per infection 
 
The commonly used infection fatality ratio (IFR) by age estimates from Verity et al (46), 
weighted by the Kenyan population distribution given by the 2019 census, implied a basic IFR 
prediction in Kenya of 𝐼𝐼𝐼𝐼𝑅𝑅𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣  =  0.264%; that is 264 deaths per 10,000 infections. This 
assumed a uniform attack rate across age-groups in Kenya.  
 
We used the posterior predictions of the underlying daily infections in Kenya counties to infer a 
crude infection fatality ratio (𝐼𝐼𝐼𝐼𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) for each Kenyan county. The lag between infection and 
death, for those infected individuals who die, was defined as the convolution of three time 
duration distributions: 

1. The duration of time between infection and symptoms (days), which we assumed was 
distributed 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙� = 1.64, 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙�  = 0.36) (40). 

2. The duration of time between initial symptoms and severe symptoms (days), sufficient to 
seek hospitalisation, which we assumed was distributed 𝑈𝑈(1,5) (47). 

3. The duration of time between severe symptoms and death estimated from UK hospital 
data (7). This was an empirical distribution with mass function 𝑝𝑝𝐻𝐻𝐻𝐻. 

 
We discretized the first two distributions to give probability mass functions 𝑝𝑝𝐼𝐼𝐼𝐼 for the number of 
days between infection and symptoms, and 𝑝𝑝𝑆𝑆𝑆𝑆for the number of days between symptom onset 
and severe symptom onset. The probability mass function for the (discrete) number of days 
between infection and death, for those who died, 𝑝𝑝𝐼𝐼𝐼𝐼, was given as a discrete convolution over 
these probability mass functions: 

𝑝𝑝𝐼𝐼𝐼𝐼(𝜏𝜏)  = 𝑝𝑝𝐼𝐼𝐼𝐼 ∗ 𝑝𝑝𝑆𝑆𝑆𝑆 ∗ 𝑝𝑝𝐻𝐻𝐻𝐻(𝜏𝜏) for the probability that death occurs 𝜏𝜏 days after 
infection. (18) 

We didn’t use mortality data for inference of parameters; therefore, we estimate mortality 
detection rates from back-calculation of the underlying daily incidence rate. Because of the 
possibility of substantial under-reporting of mortality due to COVID-19 in Kenya, which may 
differ across socio-economic groups, we jointly fit a mortality-detection rate to both SES groups 
in each county 𝜇𝜇 = (𝜇𝜇𝐿𝐿 ,𝜇𝜇𝑈𝑈). We used maximum likelihood estimation to infer mortality-
detection rates: 



𝜇̂𝜇 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥𝜇𝜇 ∑ 𝑙𝑙𝑙𝑙 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝(𝐷𝐷(𝑡𝑡)|[(𝜇𝜇𝐿𝐿 𝜄𝜄𝐿𝐿� +  𝜇𝜇𝑈𝑈 𝜄𝜄𝑈𝑈���) ∗ 𝑝𝑝𝐼𝐼𝐼𝐼](𝑡𝑡))𝑡𝑡 . (19) 

Where 𝐷𝐷(𝑡𝑡) were the number of deaths attributed to COVID-19 on each day t,  𝜄𝜄𝐿𝐿�  and  𝜄𝜄𝑈𝑈��� were 
the posterior mean back-calculations for the daily rate of new infections among the lower and 
upper SES groups, which were convolved with a probability kernel 𝑝𝑝𝐼𝐼𝐼𝐼 for the lag in days 
between infection and death. 
 
It should be noted that because the under-reporting rate of deaths in Kenya is unknown, the 
county-and-SES-group specific mortality parameters estimated should be interpreted as the IFR 
scaled by the chance of the death being reported. 
 
Further evidence to support the two social group model 

Comparison to previous modelling of the first wave in Kenya. A previous model for the first 
wave in Kenya used a similar methodology, but rather than using two SES groups each county 
was modelled as forming a single transmission group with an effective population size to account 
for heterogeneity in transmission and with R(t) fitted daily rather than assuming the simple 
parametric form used in this paper (6). The one-group model was successful in capturing the 
dynamics of the first wave in Kenya, and is close agreement with the model presented in this 
study over the course of the first wave in Kenya, for example, the one-group model predicted 
43.3% (CI 35.3%-49.5%) by 30th September (6) whereas the posterior mean estimate for overall 
exposure in Nairobi for the two group model was 40.0%. However, the one-group model failed 
to explain the second wave in Kenya without large increasing in R(t) relative to the February 
2020 estimates, with these increases starting months before VOCs like B.1.1.7 were first 
detected in Kenya (30, Fig S6). These large increases in R(t) for the one-group model derived 
from the model having a single detection rate for all infecteds, whereas the two-group model 
favours an explanation where infections in the lower SES group are detected at lower rates than 
infections in the upper SES group. 

Randomised seroprevalence survey in Nairobi. The model that we present in our current paper 
proposes separate SES groups with infections in the upper SES group being both delayed and 
more densely sampled compared to the lower SES group. An obvious alternative explanation is 
that the serology data used to fit the model was an over-estimate of exposure, possibly due to the 
underlying blood donor serology data being heavily biased in favour of the detection of 
seropositive individuals. However, the overall model prediction of seropositivity in Nairobi was 
in reasonable agreement with the overall seroprevalence random selection of the Nairobi 
population performed in the first half of November 2020 (48). The agreement between the model 
prediction and the randomized serological surveys was even better for the central age groups 
(ages 10-60), whereas the overall seropositivity (including <10 year olds and > 60 year olds) was 
lower. This may reflect model bias in that we calibrate to blood donor serology, which limits to 
donors in the 15-65 age interval. However, first, the predictive error was not substantial (< 10% 
seropositivity prediction error), and, second, it is not clear if this bias will persist after general 
reopening of schools in Kenya (Fig S7).  
 
The randomised seroprevalence survey also reported a breakdown by subcounty (48). For 
comparison to model predictions we compared some exemplar sub-counties to predictions for 



lower and SES group model predictions of seroprevalence. The Kibera sub-county, containing 
the Kibera slum area, ranked highest out of 17 Nairobi sub-counties for both poverty and density 
of informal settlement and we used the seroprevalence of this county as an exemplar of the lower 
SES group. No Nairobi sub-county was lowest ranked for both poverty and informal settlement 
density so as the upper SES group exemplar we used the seroprevalence over three sub-counties: 
Dagoretti South (12th for poverty, 15th-17th for informal settlement), Embakasi East (15th-17th for 
poverty, 12th for informal settlement) and Roysambu (14th for poverty, 13th for informal 
settlement). Poverty and informal settlement density data was sourced from Macharia et al (27). 
The agreement between the exemplar sub-county unadjusted seroprevalences and the model 
predictions were also reasonable, which suggested that segregating the population by SES status 
was a reasonable approach to capturing the wide disparity in seroprevalence between Nairobi 
sub-counties reported in (48). 
 
As well as agreeing on the sero-prevalence, the estimated mortality-detection rate for Nairobi 
(c.f. Inference of observed mortality rate per infection, and Data S1) was 0.03%, fitted on 
reported deaths over the entire period. This is in reasonable agreement with the IFR reported by 
the November seroprevalence survey, 0.04% (48). 
 
Data on public and private hospital admissions. We had imperfect data on hospital admissions in 
Nairobi, derived from the Kenyan national linelist, and did not use admissions to fit the model. 
However, in the Kenyan capital Nairobi we had a subset of cases with PCR swab test 
confirmation and with metadata on admission to a named health facility. During the first wave 
we note that most of the identified admissions occurred in public hospitals, which would be 
selected by people in the lower SES group, whereas in the second wave private health facilities 
were more frequently reporting admissions (Fig S8). 
 
Formal model selection and sensitivity analysis 
 
Model selection using Deviance Information Criterion. We considered two alternative 
transmission models:  
 

• A one-group transmission model, i.e. homogeneous mixing within the county, with an 
effective contact rate (relative to pre-pandemic baseline) 𝑐𝑐(𝑡𝑡) which was fixed as 𝑐𝑐(𝑡𝑡) =
1 when 𝑡𝑡 < 15th March 2020, and then allowed to vary daily. Otherwise, all model 
dynamics were like equations (1-5), albeit with one group and, therefore, less parameters 
(apart from the daily 𝑐𝑐(𝑡𝑡) values) to infer both for the transmission model and the 
observation model. We did not infer a school closure effect for the one-group model, 
since this is absorbed into estimation of 𝑐𝑐(𝑡𝑡). 

• A three-group transmission model with fixed population sizes representing the bottom 
25% of income, middle 50% of income and top 25% of income in the population. The 
effective contact rates for each group were assumed to have the same trend as Google 
mobility data (decreasing from 15th March 2020 to 15th April 2020, increasing 
subsequently until return to pre-pandemic baseline on 1st November 2020 Fig. S1), 
however, we did not fix any group to have a 45% decrease in mobility (as per the main 



model). Otherwise, all model dynamics were like equations (1-5), albeit with three 
groups and, therefore, more parameters to infer. As in the main model, the fraction of 
contacts made within group was defined as a parameter (𝜖𝜖), with outside group contacts 
made pro-rata according to the outside group size. 
 

For both alternate models we compared to the two-group model using data from Nairobi, due to 
the higher rates of testing in the Kenyan capital. The three-group transmission model, after 
adjusting the log-likelihood function to accept three sets of detection rate parameters, had 
parameter inference using Hamiltonian MCMC (HMC) in a similar manner to above. The one-
group model required inference on each daily 𝑐𝑐(𝑡𝑡) value as well as inferring the other model 
parameters, e.g. 𝑅𝑅0,𝐸𝐸(0) etc. To infer the 𝑐𝑐(𝑡𝑡) values for the one-group model we used the 
expectation-minimisation (EM) algorithm, alternatively using HMC to infer posterior 
distribution model parameters with 𝑐𝑐(𝑡𝑡) fixed (E-step), and converging all daily 𝑐𝑐(𝑡𝑡) values to 
their maximum value with the posterior distribution of other model parameters fixed (M-step); 
see for (6) details. The one-group model here is similar, but not identical, to the model used to fit 
the first wave in Kenya (6) and presented above (Fig. S6). The main difference is that the model 
used in (6) had effectively two groups, an effective population size of individuals at risk of 
infection (less than the actual population size) was inferred. Moreover, we now have a longer 
time series of serology data for use in parameter inference. 
 
The three models were compared using the Deviance information criterion (DIC), as formulated 
in (42), 

𝐷𝐷𝐷𝐷𝐷𝐷 = 2𝐸𝐸(−𝑙𝑙(𝜃𝜃)) + 2𝑉𝑉𝑉𝑉𝑉𝑉(𝑙𝑙(𝜃𝜃)). (20) 

Where, 𝐸𝐸(⋅) and 𝑉𝑉𝑉𝑉𝑉𝑉(⋅), were respectively the posterior mean and posterior variance over the 
sets of parameters drawn from the HMC process. DIC is known to have an asymptotically (large 
sample size limit) chi-squared distribution (42) therefore, even away from the large sample size 
regime a difference in DIC of greater than 15, Δ𝐷𝐷𝐷𝐷𝐷𝐷 > 15, should be considered very substantial 
statistical evidence towards favouring the model with lower DIC. 
 
In both cases, a comparison between the two-group model and the one-group model (Δ𝐷𝐷𝐷𝐷𝐷𝐷 =
5375.4) and between the two-group model and the three-group model (Δ𝐷𝐷𝐷𝐷𝐷𝐷 = 66.9), found 
substantial statistical evidence to favour the model used in the main text for Nairobi. 
 
In particular, the one-group model was unable to form a coherent explanation of both the PCR 
test data and the serological test data in Nairobi. The essential problem for the one-group model 
is that the seropositivity rate grows differently to the case detection rate; the most coherent 
solution found by the one-group model was very rapid spread before measures were 
implemented around 15th March 2020, and before there were many PCR tests in Kenya, then 
variable transmission rates over 2020. This agrees with the overall trend of observed PCR cases 
in Nairobi but fails to capture the increasing seropositivity rate. On the other hand, the two-group 
model can coherently fit both data streams by allowing PCR-positive individuals in the lower 
SES group to be detected at a lower rate than higher SES group individuals (Fig S9). Note that as 
well as the two-group model being heavily favoured by DIC, visually it predicts the round 3 
KNBTS serology data in Nairobi (which was kept out-of-sample and not used in inference) much 
better than the one-group model (Fig S9). 



 
Sensitivity analysis. In addition to formal model comparison, which was performed under a 
baseline set of fixed assumptions that: (i) the period of complete immunity after first infection 
episode was on average 180 days, (ii) the long-term susceptibility after loss of complete 
immunity was 16% compared to naïve individuals, and (iii) the relative infectiousness of infected 
individuals during subsequent infection episodes compared to their first infection episode was 
100% compared to first-time infected individuals, we also considered a range of sensitivity 
scenarios (see Table S2 for the full list of sensitivity scenarios).  
 
For each scenario, we inferred joint posterior distributions for all free parameters using HMC as 
described above. For scenarios where we assumed that individuals in subsequent infection 
episodes were less infectious than their first, we modified the equations (1-2) so that the waned 
immunity state (W) flowed into new states exposed-after-waning (EW) and infectious-after-
waning (IW) for each SES group. Infected individuals in the IW state contributed less to the 
force of infection (1) according to their assumed relative infectiousness. 
 
After parameter inference we found that in Nairobi inferring two substantial effective social 
groups, characterised by a strong preference for within-group mixing, and with one group (lower 
SES group) reducing their contact rates substantially less than the other (higher SES group) early 
in the pandemic was common across all sensitivity scenarios. The posterior mean estimators for 
assortative mixing (𝜖𝜖) was between 0.925-0.99 over all scenarios (Fig S10), breakdown of size of 
lower and higher SES groups was between 54%/46% - 63%/37% over all scenarios (Fig S11), 
and the minimum (15th April 2020) contact rates relative to pre-pandemic baseline for the lower 
SES group was between 82-88% over all scenarios (Fig S12). 
 
Inferred patterns in transmission dynamics across Kenya 

Most counties were inferred to either have comparatively low assortative mixing between groups 
(𝜖𝜖 < 0.9) and/or an effectively small higher SES group (<15% of the county population size), 
c.f. Data S1. For majority of counties, we infer an initial number of exposed individuals < 1 on 
February 21st, 2020, which we interpret as the epidemic having not arrived in those counties by 
that date, but rather arriving later spread from neighbouring Counties. These counties were 
predominantly rural counties, containing most of the Kenyan population, and with R(t) similar to 
Mandera county, which we used as an exemplar in the main manuscript (figure 3 bottom right). 
For these counties, R(t) was low but persistently above 1 (R(t) ~ 1-1.5) until November 2020, 
when cases began to decline due to the depletion of susceptibles over that period. The epidemic 
was comparatively slow moving in the rural counties due to a combination of delayed epidemic 
arrival, inferring a basic R0 < 2 for that county, and/or inferring significant reduction in R(t) due 
to school closures. 

The main cities in Kenya, Nairobi and Mombasa, and most counties surrounding Nairobi, were 
inferred to have a larger proportion in the higher SES group than most rural counties (>15% of 
the county population size), and to have highly assortative mixing (𝜖𝜖 > 0.9; Fig. S13). 
Additionally, Meru county and Garissa county, which contains the Dadaab refugee camp, were 
in this group of counties (Fig S13). Counties with an inferred higher proportion of higher SES 
group and a high degree of assortative mixing had a distinct first peak in June-August 2020 due 



to depletion of susceptibles in the lower SES group whilst individuals in the higher SES group 
were still at substantially lower mobility rates compared to pre-pandemic. Although only 28% of 
the Kenyan population live in urban areas, most tests have been performed in urban areas. 
Consequently, the two-wave pattern observed in urban areas dominates the overall Kenyan 
epidemic trajectory of detected cases. In addition to Fig S13, the county-specific data and model 
predictions for PCR positives, deaths, seropositivity, and R(t) can be found in the Github 
repository associated with this paper https://github.com/SamuelBrand1/kenya-covid-three-waves 
. 

 

Supplementary Text 
Notation for distributions used in this study 
 
In this study, we have used a number of parameter symbols that are also the most commonly used symbols for 
various common parametric distributions. Moreover, these parametric distributions are used in the underlying 
analysis frequently with their distribution parameters defined as functions of underlying transmission model 
states. To reduce misunderstanding reserve symbols with “hats” as referring to the parameters of a parametric 
distribution and use “=” to refer to the value of the parameter. Find below the choice of parametrization for the 
parametric distributions used in the study: 

• Exponential distribution. 𝐸𝐸𝐸𝐸𝐸𝐸(𝜇̂𝜇 = 𝜇𝜇), with mean 𝜇̂𝜇. 
• Gamma distribution. Γ(𝑘𝑘� = 𝑘𝑘, 𝜃𝜃� = 𝜃𝜃), with shape parameter 𝑘𝑘� and scale parameter 𝜃𝜃�. 
• LogNormal distribution. 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜� = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙� = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙), with log-mean 

parameter 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 and log-standard deviation 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙. 
• Negative binomial distribution. 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝜇̂𝜇 = 𝜇𝜇,𝛼𝛼� = 𝛼𝛼), with mean 𝜇̂𝜇 and clustering factor (inverse 

dispersion parameter) 𝛼𝛼�. 
• Beta distribution. 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝛼𝛼� = 𝛼𝛼, 𝛽̂𝛽 = 𝛽𝛽), with shape parameters 𝛼𝛼�, 𝛽̂𝛽 (mean 𝛼𝛼�/(𝛼𝛼� + 𝛽̂𝛽)). 
• Beta-binomial distribution. 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑁𝑁𝑠𝑠� = 𝑁𝑁𝑠𝑠, 𝑝̂𝑝 = 𝜇𝜇,𝑀𝑀� = 𝑀𝑀), with number of samples 𝑁𝑁𝑠𝑠�, marginal 

probability per draw 𝑝̂𝑝, and effective sample size 𝑀𝑀�  (see for details of this slightly unusual 
parameterization). 

• Poisson distribution. 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝜇̂𝜇 = 𝜇𝜇), with mean 𝜇̂𝜇. 
 
 

 
 

https://github.com/SamuelBrand1/kenya-covid-three-waves


Fig. S1. 

 
Fig S1: Google mobility trends for Kenya. The curves show mobility rates of smartphone users 

to Google defined setting categories, “retail and recreation”, “grocery and pharmacy”, “transit 

stations”, and, “workplaces”. Also, shown is the 7-day moving average of the mean over these 

settings (black curve) and the approximation for the contact rate used for the upper SES group in 

this paper (red curve).  



Fig. S2. 

 

 
Fig S2: Comparisons between model structure and SARS-CoV-2 observation: relationship 

between exponential growth rate and reproductive number, and, duration of protection 

against natural infection. Left: Comparison of relationship between doubling time and R0 for 

the model used in this paper and a data-derived generation distribution for SARS-CoV-2 (37). 

The relationship between the exponential growth rate r and the reproductive number was, 𝑅𝑅0 =

1
𝑊𝑊� (𝑟𝑟)

 , where  𝑊𝑊� (𝑟𝑟) was the moment generating function of the generation time distribution 

evaluated at r. Right: The model prediction for relative protection from reinfection due to a 

natural compared to a fully naïve individual (reduction in probability of infection per challenge) 

as a function of time since infection. Colored bars are levels of protection reported by four 

studies (13-16), horizontal width indicates the period after infection that the study reports this 

level of protection. 

  



Fig. S3. 

 
Fig S3: Distributions of time between infection and observable events for those infected. 

The time-since-infection dependent probability of being detectable by a PCR test (top left) or 

serology test (top right) used in this paper.  The distribution of time between infection and death, 

conditional on a death outcome (bottom) used in this paper. 



 

Fig. S4. 

 
Fig S4: Trend in daily testing in Kenya March 2020-March 2021. The number of negative 

tests was not available for every county in this period; therefore, we default to Kenya Ministry of 

Health tweets of national testing rates (collated by ourworldindata.org). Left axis: The rolling 7-

day average positivity rate per test. Right axis: The rolling 7-day average daily number of tests 

performed. 

 
 
 
 
 
 
 
 

  



Fig. S5. 

 

Fig S5: Grouping variables for Kenya counties. Left: The number of serology tests available 

by county up until September 2020. Counties with as many serology tests as Nyeri county or 

more used moderately informative priors for detection rate parameters, counties with less 

serology tests used fitted priors for detection rate parameters.  Right: Distance matrix 

(normalized 𝐿𝐿1 distance) used to group counties into four categories: Nairobi, Mombasa, semi-

urban/semi-rural and rural. 

 

 

  



Fig. S6. 

 

Fig S6: Fitted R(t) from a previously published transmission model. The estimated R(t) 

values for all 47 counties fitted using a one-group per county model for SARS-CoV-2 

transmission in Kenya (6). The one-group model can only fit the available data in 2020 by 

postulating big increases in R(t) above baseline estimates from September 2020 (before the 

detection of any VOCs in Kenya). The model presented in this paper favoured an explanation 

where the lower SES group transitioned to high population exposure, then the upper SES group 

combined with under-sampling among the lower SES group. 

 

 

 

 

 

 



Fig. S7. 

 

Fig S7: Additional seroprevalence surveys for SES group dynamics in Nairobi. The SES 

specific, and overall, seropositivity prediction from the model (curves) with round one and two 

KNBTS blood donor weekly seroprevalence (purple dots) which was used to fit the model for 

Nairobi. Also shown are data the following seroprevalence surveys, not used to fit the model and 

displayed for comparison and model validation: 1) Round three KNBTS blood donor weekly 

seroprevalence (brown dots), and 2) a randomized survey of all Nairobi households (47). The 

randomized household surveys are presented as over all age groups (squares) and over 10–60-

year-olds (diamonds). Also shown the seroprevalence for the Kibera sub-county, the Nairobi 

sub-county with the highest rates for poverty and informal settlement density (blue square; 27), 

and, the combined seroprevalence for Dagoretti South, Embakasi East and Roysambu sub-

counties, which are among the Nairobi sub-counties with lowest rates for poverty and informal 

settlement density (red square; 27). Bars represent either 95% Jeffery’s confidence intervals 

(vertical bars) or the duration of the survey (horizontal bars). Background shading indicates 95% 

confidence intervals from the posterior distribution of parameters.  



Fig. S8. 

 
Fig S8: Confirmed cases in Nairobi by public vs private health facility during first two 

waves. Daily confirmed positive swab tests in Nairobi with metadata about admission to a health 

facility grouped by public hospital (blue dots; blue curve is 7-day moving average) and private 

hospitals/health facilities (red dots; red curve is 7-day moving average).  

 
  



Fig. S9. 

 
Fig S9: Comparison between one-group and two-group transmission model fitted to 

Nairobi data. Top: The predicted rate of PCR positive cases in Nairobi according to the two-

group model (red; posterior mean curves, 95% CI shaded region) and the one-group model with 

fitted daily contact rates (green; posterior mean curves, 95% CI shaded region). Bottom: The 

predicted population exposure to SARS-CoV-2 infection (red) and seropositivity (green) 

according to the two-group model (solid curves) and the one-group model with fitted daily 

contact rates (dashed curves). Note that the two-group model fits data streams used in inference 

and out-of-sample better than the one-group model. 



 

Fig. S10. 

 
Fig S10: Posterior mean and 95% CIs for in-group mixing preference (𝝐𝝐) by sensitivity 

scenario for Nairobi.  



Fig. S11. 

 
Fig S11: Posterior mean and 95% CIs for proportion of population in lower socio-economic 

group (𝑷𝑷𝒆𝒆𝒆𝒆𝒆𝒆) by sensitivity scenario for Nairobi.  

  



Fig. S12. 

 
Fig S12: Posterior mean and 95% CIs for minimum (mid-April 2020) relative mobility 

compared to pre-pandemic baseline (𝒄𝒄𝑳𝑳(𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨)) for lower socio-economic group by 

sensitivity scenario for Nairobi.  

 

 
  



Fig. S13. 

 
Fig S13: Kenyan counties with inferred high assortative mixing and substantial proportion 

of higher SES group. Kenyan counties with high assortative mixing factor (𝜖𝜖 > 0.9) and 

substantial proportion of population in higher SES group (> 15%) are shaded purple. Otherwise, 

shaded blue. The counties with highly assortative within group mixing are the two main Kenyan 

cities, a cluster of counties close to Nairobi, Garissa county (which contains the Dadaab refugee 

camp), and Meru county.   

 
  



 
 

Table S1. 

Parameters and variables Value 

County specific transmission model parameters 

Number of susceptible people at time t in lower and upper SES 
groups, 𝑆𝑆𝐿𝐿/𝑈𝑈(𝑡𝑡) Dynamic 

Number of latently infected people at time 𝑡𝑡 in lower and upper 
SES groups,  𝐸𝐸𝐿𝐿/𝑈𝑈(𝑡𝑡) Dynamic 

Number of infectious people at time 
𝑡𝑡in lower and upper SES groups, 𝐼𝐼𝐿𝐿/𝑈𝑈(𝑡𝑡) Dynamic 

Number of recovered and immune people at time 𝑡𝑡 in lower and 
upper SES groups, 𝑅𝑅𝐿𝐿/𝑈𝑈(𝑡𝑡) Dynamic 

Number of susceptible people at time t in lower and upper SES 
groups, who have had a previous infection, 𝑊𝑊𝐿𝐿/𝑈𝑈(𝑡𝑡) Dynamic 

Initial numbers in each infection state on 21st Feb 
𝑆𝑆𝐿𝐿/𝑈𝑈(0),𝐸𝐸𝐿𝐿/𝑈𝑈(0), 𝐼𝐼𝐿𝐿/𝑈𝑈(0),𝑅𝑅𝐿𝐿/𝑈𝑈(0),𝑊𝑊𝐿𝐿/𝑈𝑈(0).  

𝑬𝑬𝑳𝑳(𝟎𝟎) = 𝑬𝑬𝑼𝑼(𝟎𝟎) was inferred from data. 
𝐼𝐼𝐿𝐿/𝑈𝑈(0) = 𝑅𝑅𝐿𝐿

𝑈𝑈
(0) =  𝑊𝑊𝐿𝐿

𝑈𝑈
= 0. 

𝑆𝑆𝐿𝐿(0)  =  𝑁𝑁𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒  − 𝐸𝐸𝐿𝐿(0)  
𝑆𝑆𝑈𝑈(0)  =  𝑁𝑁(1 − 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒)  − 𝐸𝐸𝑈𝑈(0)  

Where the county population size N is as reported 
in the 2019 Kenyan census. 

Mean latent (infected but not infectious) period 1/𝛼𝛼 
3.1 days. The mean incubation period (40) was 

reduced by two days of pre-symptomatic 
transmission (41) to give a latency period. 

Mean infectious period 1/𝛾𝛾 
2.4 days. Chosen to fit the exponential growth rate r 
to reproductive number R relationship of a fitted 
SARS-CoV-2 generation duration (38)   

Baseline reproductive number, 𝑅𝑅0. Inferred from data 

Population proportion in lower SES group, 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒. Inferred from data 

Mobility of upper SES group, 𝑐𝑐𝑈𝑈(𝑡𝑡). 

Piecewise linear fit to Google mobility data. 
𝑐𝑐𝑈𝑈(𝑡𝑡) = 1 for 𝑡𝑡 ≤ 15th March 2020 and 𝑡𝑡 ≥ 1st 
November 2020. Linear trend decreasing to, and 
then increasing from, 𝑐𝑐𝑈𝑈(15𝑡𝑡ℎ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴) = 0.56. 

Mobility of lower SES group, 𝑐𝑐𝐿𝐿(𝑡𝑡). 

Piecewise linear. 𝑐𝑐𝐿𝐿(𝑡𝑡) = 1 for 𝑡𝑡 ≤ 15th March 
2020 and 𝑡𝑡 ≥ 1st November 2020. Linear trend 
decreasing to, and then increasing from, 
𝒄𝒄𝑳𝑳(𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨) which was inferred from data. 

Proportion of secondary infections within same SES group, 𝜖𝜖. Inferred from data 

Mean period of complete protection after recovery, 1/𝜔𝜔. 180 days, point estimate based on reinfection 
studies (16-19). 

Relative susceptibility compared to naïve susceptibles after loss of 
complete protection after first infection episode, 𝜎𝜎. 

𝜎𝜎 = 0.16, point estimate based on reinfection 
studies (16-19). 

Relative effect on transmission of having schools closed, 𝜉𝜉𝑠𝑠𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑙𝑙𝑙𝑙. Inferred from data 



Relative effect on transmission post 1st February 2021 due to 
introduction of variants of concern, 𝜉𝜉𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣. 

Inferred from data 

County-specific observation model parameters and data 

Number of people who would test PCR positive on day n in 
lower/upper SES group, (𝑃𝑃𝐿𝐿/𝑈𝑈

+ )𝑛𝑛. Dynamic 

Number of people who tested PCR positive on day n, 
(𝑂𝑂𝑂𝑂𝑂𝑂𝑃𝑃+)𝑛𝑛. Data 

Number of people who would test as seropositive on day n in 
lower/upper SES group, (𝑆𝑆𝐿𝐿/𝑈𝑈

+ )𝑛𝑛. Dynamic 

Number of people who tested as seropositive on day n, 
(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂+)𝑛𝑛 . Data 

Probability that an infected individual would test PCR positive on 
day 𝜏𝜏 after infection, 𝑄𝑄𝑃𝑃𝑃𝑃𝑃𝑃(𝜏𝜏) 

𝑄𝑄𝑃𝑃𝑃𝑃𝑃𝑃(𝜏𝜏)  = 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ∗ 𝑄𝑄𝛤𝛤(𝜏𝜏), where 𝑄𝑄𝛤𝛤 was the tail 
function of a gamma distribution fitted to data 
given in (44),  and 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  is the probability function 
of onset of symptoms post-infection (40). 

Probability that an infected individual would be detectably 
seropositive on day 𝜏𝜏 after infection, 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜏𝜏) 

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜏𝜏) is linearly increasing over 26 days to 
saturate at 82.5% sensitivity, based on report delay 
in seroconversion (44) and maximum sensitivity of 
serological assay (2). 

Daily rate of PCR-positive individual in lower SES group 
receiving a swab test, 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝐿𝐿. Inferred from data 

Daily rate of PCR-positive individual in upper SES group 
receiving a swab test, 𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑈𝑈. Inferred from data 

Clustering coefficient of daily PCR tests, 𝛼𝛼𝑃𝑃𝑃𝑃𝑃𝑃 . Point estimate: 𝛼𝛼𝑃𝑃𝑃𝑃𝑃𝑃 = 0.5. 

Relative bias in favour of selecting a PCR positive individual for 
swab testing among lower SES group (used when negative tests 
are available) (𝜒𝜒𝐿𝐿)  

Inferred from data  

Relative bias in favour of selecting a PCR positive individual for 
swab testing among upper SES group (used when negative tests 
are available) (𝜒𝜒𝑈𝑈)  

Inferred from data  

Proportion of daily swab tests among upper SES group (used 
when negative tests are available) (𝑝𝑝𝑈𝑈) Inferred from data  

Effective sample size/clustering coefficient of daily PCR tests 
(used when negative tests are available), (𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃). Point estimate: 𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃 = 30. 

County-specific detected fatality rate parameters 

Chance of fatality and being determined as due to COVID-19 
disease per infection in the lower and upper SES groups, 𝜇𝜇𝐿𝐿/𝑈𝑈. Inferred from data 

Probability mass function of delay lag between infection and 
death for those who die, 𝑝𝑝𝐼𝐼𝐼𝐼(𝜏𝜏). 

Derived as a convolution over the lag from 
infection to symptom onset (40), the lag from 
symptoms to hospitalisation/severe symptoms (47), 



and the lag between severe symptoms and death 
(7). 

 
Table S1: Dynamic and observational model variables and parameters. “Dynamic”, means 

that the variable was an output of the transmission and observation model for the county. 

 



Table S2. 

 
Table S2: List of sensitivity scenarios. In both cases “relative” means relative to naïve 

individuals, or people in their first infection episode. 

  

Scenario short name Mean duration of 
complete immunity  

Relative 
susceptibility after 
loss of immunity 

Relative 
infectiousness 

during subsequent 
infections 

Baseline 180 days 16% 100% 

No waning immunity ∞ - - 

Wane -> 50% sus. 180 days 50% 100% 

Wane -> 100% sus. 180 days 100% 100% 

Mean 90 day waning 90 days 16% 100% 

Mean 1 year waning 1 year 16% 100% 

Mean 5 year waning  

-> 100% sus. 
5 years 100% 100% 

Wane -> 50% inf. 180 days 16% 50% 

Wane -> 50% inf.  + 
50% sus. 180 days 50% 50% 

Wane -> 50% inf. + 
100% sus. 180 days 100% 50% 

Mean 90 day wane -> 
50% inf. + 100% sus. 90 days 100% 50% 



References and Notes 

1. E. Barasa et al., “Assessing the Indirect Health Effects of the COVID-19 Pandemic in Kenya” 

(2021); https://www.cgdev.org/publication/assessing-indirect-health-effects-covid-19-

pandemic-kenya. 

2. S. Uyoga, I. M. O. Adetifa, H. K. Karanja, J. Nyagwange, J. Tuju, P. Wanjiku, R. Aman, M. 

Mwangangi, P. Amoth, K. Kasera, W. Ng’ang’a, C. Rombo, C. Yegon, K. Kithi, E. 

Odhiambo, T. Rotich, I. Orgut, S. Kihara, M. Otiende, C. Bottomley, Z. N. Mupe, E. W. 

Kagucia, K. E. Gallagher, A. Etyang, S. Voller, J. N. Gitonga, D. Mugo, C. N. Agoti, E. 

Otieno, L. Ndwiga, T. Lambe, D. Wright, E. Barasa, B. Tsofa, P. Bejon, L. I. Ochola-

Oyier, A. Agweyu, J. A. G. Scott, G. M. Warimwe, Seroprevalence of anti-SARS-CoV-2 

IgG antibodies in Kenyan blood donors. Science 371, 79–82 (2021). 

doi:10.1126/science.abe1916 Medline 

3. S. P. C. Brand et al., Forecasting the scale of the COVID-19 epidemic in Kenya. medRxiv 

2020.04.09.20059865 [Preprint]. 16 April 2020. 

https://doi.org/10.1101/2020.04.09.20059865.  

4. B. Z. Diop, M. Ngom, C. Pougué Biyong, J. N. Pougué Biyong, The relatively young and rural 

population may limit the spread and severity of COVID-19 in Africa: A modelling study. 

BMJ Glob. Health 5, e002699–e11 (2020). doi:10.1136/bmjgh-2020-002699 Medline 

5. S. Mwalili, M. Kimathi, V. N. Ojiambo, D. K. Gathungu, T. N. O. Achia, Age-structured 

Impact of Mitigation Strategies on COVID-19 Severity and Deaths in Kenya. 

ResearchSquare (2020); https://doi.org/10.21203/rs.3.rs-105797/v1. 

6. J. Ojal, S. P. C. Brand, M. J. Keeling, D. James Nokes, Revealing the extent of the first wave 

of the COVID-19 pandemic in Kenya based on serological and PCR-test data. Wellcome 

Open Res. 6, 127 (2021). doi:10.12688/wellcomeopenres.16748.1 

7. M. J. Keeling, E. M. Hill, E. E. Gorsich, B. Penman, G. Guyver-Fletcher, A. Holmes, T. Leng, 

H. McKimm, M. Tamborrino, L. Dyson, M. J. Tildesley, Predictions of COVID-19 

dynamics in the UK: Short-term forecasting and analysis of potential exit strategies. 

PLOS Comput. Biol. 17, e1008619–e1008620 (2021). doi:10.1371/journal.pcbi.1008619 

Medline 

8. H. Tegally, E. Wilkinson, M. Giovanetti, A. Iranzadeh, V. Fonseca, J. Giandhari, D. Doolabh, 

S. Pillay, E. J. San, N. Msomi, K. Mlisana, A. von Gottberg, S. Walaza, M. Allam, A. 

Ismail, T. Mohale, A. J. Glass, S. Engelbrecht, G. Van Zyl, W. Preiser, F. Petruccione, A. 

Sigal, D. Hardie, G. Marais, N. Y. Hsiao, S. Korsman, M. A. Davies, L. Tyers, I. Mudau, 

D. York, C. Maslo, D. Goedhals, S. Abrahams, O. Laguda-Akingba, A. Alisoltani-

Dehkordi, A. Godzik, C. K. Wibmer, B. T. Sewell, J. Lourenço, L. C. J. Alcantara, S. L. 

Kosakovsky Pond, S. Weaver, D. Martin, R. J. Lessells, J. N. Bhiman, C. Williamson, T. 

de Oliveira, Detection of a SARS-CoV-2 variant of concern in South Africa. Nature 592, 

438–443 (2021). Medline 

9. B. F. Nielsen, L. Simonsen, K. Sneppen, COVID-19 Superspreading Suggests Mitigation by 

Social Network Modulation. Phys. Rev. Lett. 126, 118301 (2021). 

doi:10.1103/PhysRevLett.126.118301 Medline 

https://www.cgdev.org/publication/assessing-indirect-health-effects-covid-19-pandemic-kenya
https://www.cgdev.org/publication/assessing-indirect-health-effects-covid-19-pandemic-kenya
http://dx.doi.org/10.1126/science.abe1916
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33177105&dopt=Abstract
https://doi.org/10.1101/2020.04.09.20059865
http://dx.doi.org/10.1136/bmjgh-2020-002699
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32451367&dopt=Abstract
https://doi.org/10.21203/rs.3.rs-105797/v1
https://doi.org/10.12688/wellcomeopenres.16748.1
http://dx.doi.org/10.1371/journal.pcbi.1008619
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33481773&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33690265&dopt=Abstract
http://dx.doi.org/10.1103/PhysRevLett.126.118301
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33798363&dopt=Abstract


10. S. M. Kissler, C. Tedijanto, E. Goldstein, Y. H. Grad, M. Lipsitch, Projecting the 

transmission dynamics of SARS-CoV-2 through the postpandemic period. Science 368, 

860–868 (2020). doi:10.1126/science.abb5793 Medline 

11. J. Panovska-Griffiths, C. C. Kerr, R. M. Stuart, D. Mistry, D. J. Klein, R. M. Viner, C. 

Bonell, Determining the optimal strategy for reopening schools, the impact of test and 

trace interventions, and the risk of occurrence of a second COVID-19 epidemic wave in 

the UK: A modelling study. Lancet Child Adolesc. Health 4, 817–827 (2020). Medline 

12. T. Kirby, New variant of SARS-CoV-2 in UK causes surge of COVID-19. Lancet Respir. 

Med. 9, e20–e21 (2021). doi:10.1016/S2213-2600(21)00005-9 Medline 

13. N. G. Davies, S. Abbott, R. C. Barnard, C. I. Jarvis, A. J. Kucharski, J. D. Munday, C. A. B. 

Pearson, T. W. Russell, D. C. Tully, A. D. Washburne, T. Wenseleers, A. Gimma, W. 

Waites, K. L. M. Wong, K. van Zandvoort, J. D. Silverman, K. Diaz-Ordaz, R. Keogh, R. 

M. Eggo, S. Funk, M. Jit, K. E. Atkins, W. J. Edmunds; CMMID COVID-19 Working 

Group; COVID-19 Genomics UK (COG-UK) Consortium, Estimated transmissibility and 

impact of SARS-CoV-2 lineage B.1.1.7 in England. Science 372, eabg3055 (2021). 

doi:10.1126/science.abg3055 Medline 

14. J. Singh, S. A. Rahman, N. Z. Ehtesham, S. Hira, S. E. Hasnain, SARS-CoV-2 variants of 

concern are emerging in India. Nat. Med. 27, 1131–1133 (2021). Medline 

15. R. E. Baker, W. Yang, G. A. Vecchi, C. J. E. Metcalf, B. T. Grenfell, Susceptible supply 

limits the role of climate in the early SARS-CoV-2 pandemic. Science 369, 315–319 

(2020). doi:10.1126/science.abc2535 Medline 

16. R. A. Harvey, J. A. Rassen, C. A. Kabelac, W. Turenne, S. Leonard, R. Klesh, W. A. Meyer 

3rd, H. W. Kaufman, S. Anderson, O. Cohen, V. I. Petkov, K. A. Cronin, A. L. Van 

Dyke, D. R. Lowy, N. E. Sharpless, L. T. Penberthy, Association of SARS-CoV-2 

seropositive antibody test with risk of future infection. JAMA Intern. Med. 181, 672–679 

(2021). doi:10.1001/jamainternmed.2021.0366 Medline 

17. V. J. Hall, S. Foulkes, A. Charlett, A. Atti, E. J. M. Monk, R. Simmons, E. Wellington, M. J. 

Cole, A. Saei, B. Oguti, K. Munro, S. Wallace, P. D. Kirwan, M. Shrotri, A. Vusirikala, 

S. Rokadiya, M. Kall, M. Zambon, M. Ramsay, T. Brooks, C. S. Brown, M. A. Chand, S. 

Hopkins, N. Andrews, A. Atti, H. Aziz, T. Brooks, C. S. Brown, D. Camero, C. Carr, M. 

A. Chand, A. Charlett, H. Crawford, M. Cole, J. Conneely, S. D’Arcangelo, J. Ellis, S. 

Evans, S. Foulkes, N. Gillson, R. Gopal, L. Hall, V. J. Hall, P. Harrington, S. Hopkins, J. 

Hewson, K. Hoschler, D. Ironmonger, J. Islam, M. Kall, I. Karagiannis, O. Kay, J. 

Khawam, E. King, P. Kirwan, R. Kyffin, A. Lackenby, M. Lattimore, E. Linley, J. 

Lopez-Bernal, L. Mabey, R. McGregor, S. Miah, E. J. M. Monk, K. Munro, Z. Naheed, 

A. Nissr, A. M. O’Connell, B. Oguti, H. Okafor, S. Organ, J. Osbourne, A. Otter, M. 

Patel, S. Platt, D. Pople, K. Potts, M. Ramsay, J. Robotham, S. Rokadiya, C. Rowe, A. 

Saei, G. Sebbage, A. Semper, M. Shrotri, R. Simmons, A. Soriano, P. Staves, S. Taylor, 

A. Taylor, A. Tengbe, S. Tonge, A. Vusirikala, S. Wallace, E. Wellington, M. Zambon, 

D. Corrigan, M. Sartaj, L. Cromey, S. Campbell, K. Braithwaite, L. Price, L. Haahr, S. 

Stewart, E. D. Lacey, L. Partridge, G. Stevens, Y. Ellis, H. Hodgson, C. Norman, B. 

Larru, S. Mcwilliam, S. Winchester, P. Cieciwa, A. Pai, C. Loughrey, A. Watt, F. Adair, 

A. Hawkins, A. Grant, R. Temple-Purcell, J. Howard, N. Slawson, C. Subudhi, S. Davies, 

http://dx.doi.org/10.1126/science.abb5793
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32291278&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32758453&dopt=Abstract
http://dx.doi.org/10.1016/S2213-2600(21)00005-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33417829&dopt=Abstract
http://dx.doi.org/10.1126/science.abg3055
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33658326&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34045737&dopt=Abstract
http://dx.doi.org/10.1126/science.abc2535
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32423996&dopt=Abstract
http://dx.doi.org/10.1001/jamainternmed.2021.0366
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33625463&dopt=Abstract


A. Bexley, R. Penn, N. Wong, G. Boyd, A. Rajgopal, A. Arenas-Pinto, R. Matthews, A. 

Whileman, R. Laugharne, J. Ledger, T. Barnes, C. Jones, D. Botes, N. Chitalia, S. 

Akhtar, G. Harrison, S. Horne, N. Walker, K. Agwuh, V. Maxwell, J. Graves, S. 

Williams, A. O’Kelly, P. Ridley, A. Cowley, H. Johnstone, P. Swift, J. Democratis, M. 

Meda, C. Callens, S. Beazer, S. Hams, V. Irvine, B. Chandrasekaran, C. Forsyth, J. 

Radmore, C. Thomas, K. Brown, S. Roberts, P. Burns, K. Gajee, T. M. Byrne, F. 

Sanderson, S. Knight, E. Macnaughton, B. J. L. Burton, H. Smith, R. Chaudhuri, K. 

Hollinshead, R. J. Shorten, A. Swan, R. J. Shorten, C. Favager, J. Murira, S. Baillon, S. 

Hamer, K. Gantert, J. Russell, D. Brennan, A. Dave, A. Chawla, F. Westell, D. 

Adeboyeku, P. Papineni, C. Pegg, M. Williams, S. Ahmad, S. Ingram, C. Gabriel, K. 

Pagget, P. Cieciwa, G. Maloney, J. Ashcroft, I. Del Rosario, R. Crosby-Nwaobi, C. 

Reeks, S. Fowler, L. Prentice, M. Spears, G. McKerron, K. McLelland-Brooks, J. 

Anderson, S. Donaldson, K. Templeton, L. Coke, N. Elumogo, J. Elliott, D. Padgett, M. 

Mirfenderesky, A. Cross, J. Price, S. Joyce, I. Sinanovic, M. Howard, T. Lewis, P. 

Cowling, D. Potoczna, S. Brand, L. Sheridan, B. Wadams, A. Lloyd, J. Mouland, J. 

Giles, G. Pottinger, H. Coles, M. Joseph, M. Lee, S. Orr, H. Chenoweth, C. Auckland, R. 

Lear, T. Mahungu, A. Rodger, K. Penny-Thomas, S. Pai, J. Zamikula, E. Smith, S. Stone, 

E. Boldock, D. Howcroft, C. Thompson, M. Aga, P. Domingos, S. Gormley, C. Kerrison, 

L. Marsh, S. Tazzyman, L. Allsop, S. Ambalkar, M. Beekes, S. Jose, J. Tomlinson, A. 

Jones, C. Price, J. Pepperell, M. Schultz, J. Day, A. Boulos, E. Defever, D. McCracken, 

K. Brown, K. Gray, A. Houston, T. Planche, R. Pritchard Jones, D. Wycherley, S. 

Bennett, J. Marrs, K. Nimako, B. Stewart, N. Kalakonda, S. Khanduri, A. Ashby, M. 

Holden, N. Mahabir, J. Harwood, B. Payne, K. Court, N. Staines, R. Longfellow, M. E. 

Green, L. E. Hughes, M. Halkes, P. Mercer, A. Roebuck, E. Wilson-Davies, L. Gallego, 

R. Lazarus, N. Aldridge, L. Berry, F. Game, T. Reynolds, C. Holmes, M. Wiselka, A. 

Higham, M. Booth, C. Duff, J. Alderton, H. Jory, E. Virgilio, T. Chin, M. Z. Qazzafi, A. 

M. Moody, R. Tilley, T. Donaghy, K. Shipman, R. Sierra, N. Jones, G. Mills, D. Harvey, 

Y. W. J. Huang, J. Birch, L. Robinson, S. Board, A. Broadley, C. Laven, N. Todd, D. W. 

Eyre, K. Jeffery, S. Dunachie, C. Duncan, P. Klenerman, L. Turtle, T. De Silva, H. 

Baxendale, J. L. Heeney; SIREN Study Group, SARS-CoV-2 infection rates of antibody-

positive compared with antibody-negative health-care workers in England: A large, 

multicentre, prospective cohort study (SIREN). Lancet 397, 1459–1469 (2021). 

doi:10.1016/S0140-6736(21)00675-9 Medline 

18. J. Vitale, N. Mumoli, P. Clerici, M. De Paschale, I. Evangelista, M. Cei, A. Mazzone, 

Assessment of SARS-CoV-2 Reinfection 1 Year After Primary Infection in a Population 

in Lombardy, Italy. JAMA Intern. Med. 181, 1407–1408 (2021). 

doi:10.1001/jamainternmed.2021.2959 Medline 

19. F. Lumley, J. Wei, D. O’Donnell, N. E. Stoesser, P. C. Matthews, A. Howarth, S. B. Hatch, 

B. D. Marsden, S. Cox, T. James, L. J. Peck, T. G. Ritter, Z. de Toledo, R. J. Cornall, E. 

Y. Jones, D. I. Stuart, G. Screaton, D. Ebner, S. Hoosdally, D. W. Crook, C. P. Conlon, 

K. B. Pouwels, A. S. Walker, T. E. A. Peto, T. M. Walker, K. Jeffery, D. W. Eyre; 

Oxford University Hospitals Staff Testing Group, The Duration, Dynamics, and 

Determinants of Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) 

Antibody Responses in Individual Healthcare Workers. Clin. Infect. Dis. 73, e699–e709 

(2021). doi:10.1093/cid/ciab004 Medline 

http://dx.doi.org/10.1016/S0140-6736(21)00675-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33844963&dopt=Abstract
http://dx.doi.org/10.1001/jamainternmed.2021.2959
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34048531&dopt=Abstract
http://dx.doi.org/10.1093/cid/ciab004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33400782&dopt=Abstract


20. E. Wilkinson, M. Giovanetti, H. Tegally, J. E. San, E. T. Cirulli, A year of genomic 

surveillance reveals how the SARS-CoV-2 pandemic unfolded in Africa. medRxiv 

2021.05.12.21257080 [Preprint]. 13 May 2021. 

https://doi.org/10.1101/2021.05.12.21257080.  

21. A. Chatzilena, E. van Leeuwen, O. Ratmann, M. Baguelin, N. Demiris, Contemporary 

statistical inference for infectious disease models using Stan. Epidemics 29, 100367 

(2019). doi:10.1016/j.epidem.2019.100367 Medline 

22. L. F. Buss, C. A. Prete Jr., C. M. M. Abrahim, A. Mendrone Jr., T. Salomon, C. de Almeida-

Neto, R. F. O. França, M. C. Belotti, M. P. S. S. Carvalho, A. G. Costa, M. A. E. 

Crispim, S. C. Ferreira, N. A. Fraiji, S. Gurzenda, C. Whittaker, L. T. Kamaura, P. L. 

Takecian, P. da Silva Peixoto, M. K. Oikawa, A. S. Nishiya, V. Rocha, N. A. Salles, A. 

A. de Souza Santos, M. A. da Silva, B. Custer, K. V. Parag, M. Barral-Netto, M. U. G. 

Kraemer, R. H. M. Pereira, O. G. Pybus, M. P. Busch, M. C. Castro, C. Dye, V. H. 

Nascimento, N. R. Faria, E. C. Sabino, Three-quarters attack rate of SARS-CoV-2 in the 

Brazilian Amazon during a largely unmitigated epidemic. Science 371, 288–292 (2021). 

doi:10.1126/science.abe9728 Medline 

23. The COVID-19 Community Research Partnership Study Group, Duration of SARS-CoV-2 

Sero-Positivity in a Large Longitudinal Sero-Surveillance Cohort: The COVID-19 

Community Research Partnership. medRxiv 2021.01.27.21250615 [Preprint]. 29 January 

2021.  https://doi.org/10.1101/2021.01.27.21250615 

24. C. Bottomley et al., Improving SARS-CoV-2 cumulative incidence estimation through 

mixture modelling of antibody levels. medRxiv 2021.04.09.21254250 [Preprint]. 13 April 

2021. https://doi.org/10.1101/2021.04.09.21254250. 

25. Kenyan National Bureau of Statistics Ministry Of Devolution National Planning, “KENYA - 

Kenya Integrated Household Budget Survey 2015-2016” (2018). 

26. UN-Habitat, “UN-Habitat Support to Sustainable Urban Development in Kenya” (2017). 

27. The World Bank Group, “Kenya Economic Update” (2016). 

28. P. M. Macharia, N. K. Joseph, E. A. Okiro, A vulnerability index for COVID-19: spatial 

analysis to inform equitable response in Kenya. medRxiv 2020.05.27.20113803 

[Preprint]. 28 May 2020. https://doi.org/10.1101/2020.05.27.20113803. 

29. J. Corburn, D. Vlahov, B. Mberu, L. Riley, W. T. Caiaffa, S. F. Rashid, A. Ko, S. Patel, S. 

Jukur, E. Martínez-Herrera, S. Jayasinghe, S. Agarwal, B. Nguendo-Yongsi, J. Weru, S. 

Ouma, K. Edmundo, T. Oni, H. Ayad, Slum Health: Arresting COVID-19 and Improving 

Well-Being in Urban Informal Settlements. J. Urban Health 97, 348–357 (2020). 

doi:10.1007/s11524-020-00438-6 Medline 

30. I. Ferreira et al., SARS-CoV-2 B.1.617 emergence and sensitivity to vaccine-elicited 

antibodies. bioRxiv 2021.05.08.443253 [Preprint]. 9 May 2021. 

https://doi.org/10.1101/2021.05.08.443253. 

31. S. Brand et al., SamuelBrand1/kenya-covid-three-waves: This is the version of the 

KenyaCoVSD module associated with the paper “COVID-19 Transmission Dynamics 

Underlying Epidemic Waves in Kenya,” (Version KenyaCoVSDv1), Zenodo (2021); 

https://doi.org/10.5281/zenodo.5541433. 

https://doi.org/10.1101/2021.05.12.21257080
http://dx.doi.org/10.1016/j.epidem.2019.100367
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31591003&dopt=Abstract
http://dx.doi.org/10.1126/science.abe9728
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33293339&dopt=Abstract
https://doi.org/10.1101/2021.01.27.21250615
https://doi.org/10.1101/2021.04.09.21254250
https://doi.org/10.1101/2020.05.27.20113803
http://dx.doi.org/10.1007/s11524-020-00438-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32333243&dopt=Abstract
https://doi.org/10.1101/2021.05.08.443253
https://doi.org/10.5281/zenodo.5541433


32. L. L. C. Google, Google COVID-19 Community Mobility Reports; 

https://www.google.com/covid19/mobility/. 

33. S. Chang, E. Pierson, P. W. Koh, J. Gerardin, B. Redbird, D. Grusky, J. Leskovec, Mobility 

network models of COVID-19 explain inequities and inform reopening. Nature 589, 82–

87 (2021). Medline 

34. Technology use in Africa: Smartphones (2018); 

https://www.pewresearch.org/global/interactives/technology-use-in-africa-smartphones/. 

35. M. J. Keeling, P. Rohani, Estimating spatial coupling in epidemiological systems: A 

mechanistic approach. Ecol. Lett. 5, 20–29 (2002). doi:10.1046/j.1461-

0248.2002.00268.x 

36. M. J. Keeling et al., “Metapopulation dynamics of infectious diseases” in Ecology, Genetics 

and Evolution of Metapopulations (Academic Press, 2004), pp. 415–445. 

37. M. J. Keeling, P. Rohani, Modeling Infectious Diseases in Humans and Animals (Princeton 

Univ. Press, 2008). 

38. L. Ferretti, C. Wymant, M. Kendall, L. Zhao, A. Nurtay, L. Abeler-Dörner, M. Parker, D. 

Bonsall, C. Fraser, Quantifying SARS-CoV-2 transmission suggests epidemic control 

with digital contact tracing. Science 368, eabb6936–9 (2020). 

doi:10.1126/science.abb6936 Medline 

39. J. Wallinga, M. Lipsitch, How generation intervals shape the relationship between growth 

rates and reproductive numbers. Proc. Biol. Sci. 274, 599–604 (2007). Medline 

40 S. A. Lauer, K. H. Grantz, Q. Bi, F. K. Jones, Q. Zheng, H. R. Meredith, A. S. Azman, N. G. 

Reich, J. Lessler, The Incubation Period of Coronavirus Disease 2019 (COVID-19) From 

Publicly Reported Confirmed Cases: Estimation and Application. Ann. Intern. Med. 172, 

577–582 (2020). doi:10.7326/M20-0504 Medline 

41. L. C. Tindale, J. E. Stockdale, M. Coombe, E. S. Garlock, W. Y. V. Lau, M. Saraswat, L. 

Zhang, D. Chen, J. Wallinga, C. Colijn, Evidence for transmission of COVID-19 prior to 

symptom onset. eLife 9, e57149 (2020). doi:10.7554/eLife.57149 Medline 

42. A. Gelman et al., Bayesian Data Analysis (CRC Press, 2013). 

43. F. Zhou, T. Yu, R. Du, G. Fan, Y. Liu, Z. Liu, J. Xiang, Y. Wang, B. Song, X. Gu, L. Guan, 

Y. Wei, H. Li, X. Wu, J. Xu, S. Tu, Y. Zhang, H. Chen, B. Cao, Clinical course and risk 

factors for mortality of adult inpatients with COVID-19 in Wuhan, China: A 

retrospective cohort study. Lancet 395, 1054–1062 (2020). doi:10.1016/S0140-

6736(20)30566-3 Medline 

44. M. Lisboa Bastos, G. Tavaziva, S. K. Abidi, J. R. Campbell, L.-P. Haraoui, J. C. Johnston, Z. 

Lan, S. Law, E. MacLean, A. Trajman, D. Menzies, A. Benedetti, F. Ahmad Khan, 

Diagnostic accuracy of serological tests for covid-19: Systematic review and meta-

analysis. BMJ 370, m2516–m13 (2020). doi:10.1136/bmj.m2516 Medline 

45. C. Rackauckas, Q. Nie, DifferentialEquations. jl–A Performant and Feature-Rich Ecosystem 

for Solving Differential Equations in Julia. J. Open Res. Softw. 5, 15 (2017). 

doi:10.5334/jors.151 

https://www.google.com/covid19/mobility/
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33171481&dopt=Abstract
https://www.pewresearch.org/global/interactives/technology-use-in-africa-smartphones/
http://dx.doi.org/10.1046/j.1461-0248.2002.00268.x
http://dx.doi.org/10.1046/j.1461-0248.2002.00268.x
http://dx.doi.org/10.1126/science.abb6936
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32234805&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17476782&dopt=Abstract
http://dx.doi.org/10.7326/M20-0504
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32150748&dopt=Abstract
http://dx.doi.org/10.7554/eLife.57149
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32568070&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(20)30566-3
http://dx.doi.org/10.1016/S0140-6736(20)30566-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32171076&dopt=Abstract
http://dx.doi.org/10.1136/bmj.m2516
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32611558&dopt=Abstract
http://dx.doi.org/10.5334/jors.151


46. R. Verity, L. C. Okell, I. Dorigatti, P. Winskill, C. Whittaker, N. Imai, G. Cuomo-

Dannenburg, H. Thompson, P. G. T. Walker, H. Fu, A. Dighe, J. T. Griffin, M. Baguelin, 

S. Bhatia, A. Boonyasiri, A. Cori, Z. Cucunubá, R. FitzJohn, K. Gaythorpe, W. Green, A. 

Hamlet, W. Hinsley, D. Laydon, G. Nedjati-Gilani, S. Riley, S. van Elsland, E. Volz, H. 

Wang, Y. Wang, X. Xi, C. A. Donnelly, A. C. Ghani, N. M. Ferguson, Estimates of the 

severity of coronavirus disease 2019: A model-based analysis. Lancet Infect. Dis. 20, 

669–677 (2020). doi:10.1016/S1473-3099(20)30243-7 Medline 

47. S. M. Moghadas, A. Shoukat, M. C. Fitzpatrick, C. R. Wells, P. Sah, A. Pandey, J. D. Sachs, 

Z. Wang, L. A. Meyers, B. H. Singer, A. P. Galvani, Projecting hospital utilization during 

the COVID-19 outbreaks in the United States. Proc. Natl. Acad. Sci. U.S.A. 117, 9122–

9126 (2020). doi:10.1073/pnas.2004064117 Medline 

48. I. Ngere et al., High seroprevalence of SARS-CoV-2 eight months after introduction in 

Nairobi, Kenya; preprint available at https://europepmc.org/article/ppr/ppr342406 (2021). 

http://dx.doi.org/10.1016/S1473-3099(20)30243-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32240634&dopt=Abstract
http://dx.doi.org/10.1073/pnas.2004064117
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32245814&dopt=Abstract

	science.abk0414_sm.pdf
	Materials and Methods
	Supplementary Text
	Fig. S1.
	Fig. S2.
	Fig. S3.
	Fig. S4.
	Fig. S5.
	Fig. S6.
	Fig. S7.
	Fig. S8.
	Fig. S9.
	Fig. S10.
	Fig. S11.
	Fig. S12.
	Fig. S13.
	Table S1.
	Table S2.
	Data S1. (Separate file)
	Data S2. (Separate file)
	Data S3. (Separate file)
	Data S4. (Separate file)
	References and Notes




