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Andreas Kürten5, Alexandr Kvashnin17, Houssni Lamkaddam10, Chuan Ping Lee10, Katrianne Lehtipalo4,18,

Zijun Li19, Vladimir Makhmutov17, Hanna E. Manninen20, Guillaume Marie5, Ruby Marten10, Roy L.

Mauldin1,8, Bernhard Mentler21, Tatjana Müller5, Tuukka Petäjä4, Maxim Philippov17, Ananth Ranjithkumar22,
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Miguel Vazquez-Pufleau23, Andrea C. Wagner1,2,5, Dongyu S. Wang10, Mingyi Wang15, Yonghong Wang4,12, Ste-

fan K. Weber5,20, Wei Nie26, Yusheng Wu4, Mao Xiao10, Qing Ye8, Marcel Zauner-Wieczorek5, Armin Hansel21,
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1 Comparison of environmental conditions

Supplementary Table 1: Comparison of iodine environmental conditions at the CERN CLOUD cham-
ber with those in the atmosphere, and previous flow-tube experiments. Adapted and expanded from
[1].

Location I2 pI IO t(IO+IO)a pHIO3 pIxOy
b pIxOy

pHIO3

pptv 106 molec pptv s 105 molec 105 molec
cm−3 s−1 cm−3 s−1 cm−3 s−1

Mace Head
day, low tide 20+ 100+ 4–10+ 40–100 6–40
day, high tide 5 30 2–7 60–200 2–20
night few 10 0.5 0.5–4 100–800 0.1–6

Open ocean 1 6 0.5–1 103 − 104 0.1–0.4

Mäıdo 0.5 0.5 0.15 3300 0.006 5 · 10−4 0.01

CLOUD
median 8 0.1 0.8 500 0.2 0.09 0.4
min–max 0.5–330 0.02–1.4 0.2–3 130–2000 0.01–4 0.002–2 0.1–0.6

Flow tubec 104 0.04 4 · 106 2 · 109 400

alifetime of IO against self-reaction (oligomerisation)
bformation rate of iodine oxide clusters, approximated by sum of I2O3, and I2O4 formation
cconditions as in [2], Fig. 4; using [O3] = 1.5 · 1015 molec cm−3

Supplementary Table 1 shows a comparison of iodine chemical conditions in different laboratory and
atmospheric environments. IO radical volume mixing ratios (VMR) in the atmosphere vary from fractions
of pptv in the free troposphere (Mäıdo) [3–5] and over the open ocean [5–7] to several pptv in coastal hot
spots (Mace Head) [8, 9]. IO radical concentrations at CLOUD compare to or approach these atmospheric
conditions. In flow tube experiments with lower residence times, precursor concentrations (i.e., IO) gen-
erally need to be elevated above atmospheric levels to accelerate their chemical conversion. t(IO + IO),
the lifetime of IO against self-reaction, is shown here as proxy for the typical time between collisions of
iodine species. Depending on the specific experimental setup employed, precursor concentrations might
differ by many orders of magnitude from those in the atmosphere.

Supplementary Table 1 further illustrates the shift in the chemical regime towards oligomerisation
reactions as a consequence of elevated precursor concentrations. The production rate pHIO3 is estimated
here as the formation rate of I2O2 from the self reaction of IO (compare Fig. 4 and Extended Data
Fig. 4).The formation rate of larger IxOy species is estimated as the sum of the I2O3 and I2O4 formation
rates. Numbers are only given for the Mäıdo field site, CLOUD, and a flowtube approximating conditions
as in [2] as the estimation of the latter requires an estimate of OIO concentrations. Finally, the ratio
pIxOy/pHIO3 indicates the branching between the formation of large IxOy and HIO3. A ratio larger
than one indicates preference towards polymerisation reactions over HIO3 formation. This simplified
approach clearly shows that HIO3 is favoured under most atmospheric conditions, but direct pathways to
HIO3 are in competition with, and increasingly suppressed by polymerisation reactions at progressively
higher precursor concentrations. The extrapolation of experimental findings under conditions orders of
magnitude away from atmospherically relevant conditions is inherently difficult. CLOUD is unique in
that it allows to conduct controlled soft experiments that reduce the need for extrapolation.
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2 CLOUD laboratory experiments

2.1 Evaluation of HIO3 precursors

Supplementary Table 2: Compatibility of different HIO3 formation mechanisms with laboratory obser-
vations in regard to variations in O3 and H2O, mass closure, rise and decay time, and variation of wall-loss
time (fan speed). Pluses indicate compatibility, circles marginal compatibility, and minuses incompatibil-
ity, respectively. The formation from IOIO is the only mechanism compatible with all observations. See
text for details.

parameter

mechanism O3 H2O mass appearance decay upon kwall
d

closure time lights off c

1 OIO + OH→ HIO3 nonea

2 I ·H2O + O3 → HIO3 + OH ◦ – ◦ – + –
3 IO ·H2O + O3 → HIO3 + HO2 – – – – + –
4 I2O3 + H2O→ HIO3 + HOI + – + ◦ ◦ ◦
5 I2O4 + H2O→ HIO3 + HIO2 + – – – – ◦
6 OIO + O3 → IO3 + O2, – ◦ + ◦ + +

IO3 + H2O→ HIO3 + OH
7b IOIO + O3 → IOIO4, + + + + + +

IOIO4 + H2O→ HIO3 + HOI + O2

8b IOIO + O3 → IO3 + I + (3)O2, + + + + + +
IO3 + H2O→ HIO3 + OH

anot major pathway, and not a HIO3 source in HOx-free (UV-dark) conditions
bboth pathways lead to HIO3 and HOI, and are not distinguished experimentally at CLOUD
creproduces temporal response of HIO3 to turning lights off
dreproduces sensitivity of HIO3 towards fan-speed variations, see Extended Data Fig. 1

We conducted box-modelling sensitivity studies to evaluate the feasibility of a variety of HIO3 precur-
sors regarding response to O3 and humidity variations, mass closure, timing, and losses to the chamber
walls. The effective rate constants of the considered reactions were varied during the sensitivity stud-
ies to improve mass closure for specific conditions. The results shown in Extended Data Fig. 2 and
Supplementary Table 2 reveal unique insights about precursors, and pathways to form HIO3:

1. OIO + OH: While the reaction appears feasible [10], it does not produce HIO3 in absence of HOx

radicals under green-light-only conditions. Even in UV-bright conditions including HOx, it could not
explain the observations of HIO3, as OH is rapidly lost to species more abundant than OIO.

2. I ·H2O + O3 → HIO3 + OH: This source would be sensitive to humidity if the conversion of I radicals
is not quantitative. Additionally, the production of HIO3 would start immediately after the light
onset, which is not observed (Extended Data Fig. 2). The superlinear response to stirring requires
a reasonably long-lived intermediate, but the water adducts are expected to form instantaneously.
However, Extended Data Fig. 2, and Supplementary Table 2 assume a rate constant near the kinetic
limit, which would be needed to reach anything near mass closure. We conclude that this reaction
cannot explain the observations of HIO3.
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3. IO · H2O + O3 → HIO3 + HO2: The formation of IO from I + O3 is very fast, such that the same
rationale applies as for I ·H2O + O3: The formation of HIO3 would start immediately and depend on
humidity, which is not observed.

4. I2O3 + H2O → HIO3 + HOI: This source is robust against variations in O3, based on the efficient
conversion of I into IO. The model predicts appreciable amounts of I2O3 to form, but for a non-
quantitative I2O3 conversion a sensitivity of HIO3 formation to humidity would result. Also, I2O3

forms too slowly to qualify as a major source for HIO3.
5. I2O4 + H2O→ HIO3 + HIO2: I2O4 forms even later than I2O3, incompatible with the empirical rapid

formation of HIO3. The presence of I2O4 in measurements is incompatible with a non-quantitative
conversion by H2O.

6. OIO+O3 → IO3+(3)O2, IO3+H2O→ HIO3+OH: OIO forms sufficiently fast from the self-reaction of
IO, but OIO does not get quantitatively converted into IO3 radicals. A sensitivity of HIO3 formation
to O3 would be expected, in contrast to the experimental findings. The mechanism could be robust
against variations in humidity, as long as the IO3+H2O conversion is quantitative even at low humidity.

7. The proposed mechanism (R1) and (R2) is compatible with all laboratory observations. It reproduces
the observed delay in HIO3 formation well, and predicts the observed HIO3 concentrations well at
283 K and 263 K, high and low HIO3 concentrations (Extended Data Fig. 2 and Fig. 2), high and low
O3 and humidity (Supplementary Fig. 1 and Extended Data Fig. 4). IOIO is unique among precursors
for HIO3 in this respect.

8. IOIO + O3 → IO3 + I + (3)O2, IO3 + H2O → HIO3 + OH: IOIO could potentially form HIO3 and
OH via IO3 radical intermediates. Because the mechanism would effectively produce HIO3 and HOI
similar as the proposed mechanism (OH + I2 → HOI + I, and HO2 + IO→ HOI + O2), it can not be
ruled out by the experimental constraints in this study. However, it is not corroborated by quantum
chemical calculations (Supplementary Section 3).

The comprehensive and unique compatibility of IOIO as precursor shown in Extended Data Fig. 2is
further corroborated by sensitivity studies shown in Extended Data Fig. 4, Supplementary Figs. 1, 5,
Extended Data Fig. 1as summarised in Supplementary Table 2, and provides strong experimental and box-
modelling evidence in support of the proposed mechanism. The corroborating evidence from sensitivity
studies that varied environmental conditions is discussed in Supplementary Section 2.2.

2.2 Sensitivity studies that vary environmental conditions

Experiments at the CLOUD laboratory varied the physical and chemical environment to elucidate the
HIO3 formation mechanism. Parameters varied include variation in the pI (Fig. 2), [O3] (Extended Data
Fig. 4, Supplementary Figs. 1, 5), [H2O], T (Extended Data Fig. 4).

Extended Data Figure 4 shows an [O3] sensitivity study at 263 K which varied [O3] over a range
of approximately 2 orders of magnitude (<0.6–40 ppbv) by stopping the injection of O3 and diluting
it out of the chamber over the course of approximately 4 h (Supplementary Fig. 5). Lights stayed on
during the experiment, HIO3 was continuously produced. The concentrations of HIO3 did not vary by
2 orders of magnitude, as expected if HIO3 production was first order in [O3] (dashed line in Extended
Data Fig. 4A), but remained constant within the variability of the measurements. The mechanism in the
extended model reproduces this observation, as IOIO is predominately converted into IOIO4 even at the
lowest [O3] (Supplementary Fig. 5). Mechanisms in which O3 is a rate limiting reagent (for the conditions
probed) are difficult to reconcile with the observed insensitivity to O3 (Supplementary Fig. 1).

Humidity was varied at 283 K, by a factor 30 (3–90 % relative humidity). Similar as for O3, a first
order rate dependency is absent. Mechanisms in which H2O is a rate limiting reagent (for the conditions
probed) lead to an expectation for variability that is indicated by the dashed line in Extended Data
Fig. 4B; such variability is not observed, and such mechanisms are thus difficult to reconcile with the
observed insensitivity to H2O.
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Extended Data Figure 4 shows the effect of temperature on the formation of HIO3. Data at 263 K
and 283 K do not indicate a pronounced temperature sensitivity at these moderate temperatures, and
the extended model predicts complete conversion of IOIO into HIO3 for both temperatures.

Supplementary Fig. 1: Sensitivity of HIO3 to changes in O3 concentrations under the assumption of
different hypothesised mechanisms, and comparison with observations at the CLOUD chamber.

2.3 Robustness of gas-phase HIO3 measurements

HIO3 was measured by multiple instruments: NO−3 -CIMS, Br−-MION-CIMS (Extended Data Fig. 3)
[11–13], NO−3 -HOxROx-CIMS [14] (not shown), and water cluster CIMS (H3O+-CIMS) [15], not shown).

The NO−3 -CIMS was chosen as reference instrument for the determination of HIO3 concentrations,
consistent with previous studies [1, 13, 16]. For the NO−3 -CIMS, most signal (∼ 90 %) attributed to HIO3

is HIO3NO−3 and HIO3HNO3NO−3 . Only a small fraction (∼ 10%) of HIO3 dissociates to form IO−3 ,
which is not lost but counted towards HIO3. The time series of IO−3 correlates near-perfectly with the
HIO3NO−3 and HIO3HNO3NO−3 time series, corroborating the origin from the same molecule, HIO3. The
reported HIO3 concentrations in this study are provided by NO−3 -CIMS, as this measurement was robust
in all reported cases, inter-compared and validated by other mass spectrometers.

When working in the baseline mode, the NO−3 -HOxROx-CIMS is essentially the same as the NO−3 -
CIMS. HIO3 time traces from independently calibrated NO−3 -CIMS and NO−3 -HOxROx-CIMS were
compared for selected periods and the difference was well within the reported HIO3 measurement uncer-
tainty of [−33%/+50%]. H3O+-CIMS and Br−-MION-CIMS continuously traced HIO3 concentrations
in the chamber. However, rigorous calibrations for H2SO4 and HIO3 were not carried out for these two
instruments, and the data only provide qualitative corroboration.

Fragmentation of larger IxOy cannot explain the observed HIO3

Recent flow tube laboratory studies have suggested that measurement signals attributed to HIO3 may be
measurement artefacts arising from re-arrangement or fragmentation of larger IxOy upon ionisation and
detection using NO−3 -CIMS [2, 17]. Under these extreme iodine concentrations polymerisation reactions
dominate, and large IxOy may indeed contribute some HIO3. However, at the probed atmospherically
relevant conditions (Supplementary Table 1) we find that the observed concentrations of HIO3 cannot be
explained as measurement artefacts of fragmenting IxOy species for the following reasons:

1. timing: HIO3 is measured rapidly after turning on lights (Fig. 1), before larger IxOy start to form; IxOy

larger than I2O2 form too slowly to explain the fast appearance time of HIO3 (Extended Data Fig. 2).
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2. rate law: Figure 2 shows an essentially constant HIO3 yield, if wall losses are accounted for. If large
IxOy were the source of HIO3, a pronounced sensitivity of the HIO3 yield to pI would be expected
(Supplementary Fig. 2). This is not the case.

3. mass balance: IxOy concentrations are not sufficient to explain HIO3 concentrations under the probed
conditions. This is particularly obvious in the field (Supplementary Fig. 8), where low concentrations
and photolysis of IxOy [18] lead to concentrations [IxOy]� [HIO3]. Even if all IxOy was fragmenting
and detected as HIO3, the measured concentrations of HIO3 would be essentially unexplained.

4. Three independent instruments (two nitrate-CIMS and one bromide-CIMS) show good agreement for
the measured HIO3 time series despite using different chemical ionisation schemes. It is difficult to
reconcile the results with the detection of IxOy as HIO3, i.e., measurement artefacts would essentially
need to show independent of the ionisation scheme and softness used. The HIO3 ·Br− anion is particu-
larly unlikely to originate from iodine compounds other than HIO3, and is increasingly being accepted
in the literature as a genuine HIO3 tracer [17].

5. The detection of IOIO and I2O4 at the expected levels, and of I2O3 under extreme conditions, corrob-
orates the ability to detect IxOy species quantitatively, without any apparent fragmentation of IxOy

species limiting our analysis.
6. More specifically, I2O3 fragmentation in NO−3 -CIMS was suggested by Gomez-Martin et al., 2022 [17].

We estimate the MESMER derived overall rate coefficients at 298 K, 1 atm for the two competing
reactions:
R5: I2O3 + HNO3NO−3 → IONO2 + HNO3IO−3
R6: I2O3 + HNO3NO−3 → I2O3NO−3 + HNO3

The overall bi-molecular rate coefficients for k5 = 5.6 · 10−12 cm3 molec−1 s−1, and k6 = 1.5 ·
10−9 cm3 molec−1 s−1. These rate coefficients assume the initial I2O3 +HNO3NO−3 collision rate coeffi-
cient (pre-exponential factor) of 1.5 · 10−9 cm3 molec−1 s−1, which is a reasonable neutral–ion collision
rate coefficient. The yield towards I2O3 detection is thus close to unity, and fragmentation pathways
are essentially negligible (< 0.003), i.e., too slow to contribute significant IO−3 signal over the few tens
to hundreds ms residence time inside the ion molecule reaction chamber of the NO−3 -CIMS.

7. IOIO4 formation is shown on the computational reaction coordinate to be a kinetically and thermo-
dynamically plausible HIO3 precursor (favourable product of IOIO + O3). Furthermore, IOIO4 is
detected in concentrations consistent with the proposed HIO3 formation mechanism.

8. Finally, at CLOUD we have previously shown with an atmospheric pressure interface time-of-flight
mass spectrometer (i.e., not using chemical ionisation) the formation of aerosol particles by the sequen-
tial addition of HIO3 [13]. Critically, the measured collision rates between neutral HIO3 monomers
and charged clusters containing up to 11 iodine atoms match exactly the theoretical expectations,
where the enhancement factor for charged versus neutral collision rate coefficients is determined by
the intrinsic molecular properties of HIO3 [1, 13]. This corroborates that a) gas phase HIO3 is mea-
sured beyond analytical doubt, b) concentrations are well calibrated, and c) ion-induced nucleation
from iodine is driven by HIO3 at the measured concentrations.

2.4 Measurements and calibrations of other iodine species

Extended Data Figure 3 shows time series of iodine species during CLOUD 13, at T = 263 K, which
span a range of ∼ 106–108 molec cm−3. The concentration predictions by the model base case (blue),
and extended model (red) are complemented by the measured time series of the NO−3 -CIMS and Br−-
MION-CIMS (right axes show normalised counts per second, ncps). The scaling between the left and right
axes reflect the calibration factors shown in Supplementary Table 3. To estimate the CIMS sensitivities
towards detection of iodine species, we explored cluster fragmentation energies into various products
(Supplementary Fig. 3).

The base case and extended model predict very similar IO concentrations. IO radical sources and
sinks are largely independent of the added reactions in the extended model, and the IO radical formation
and sink kinetics are well described by theory. This is especially true soon after the start of illumination,
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Supplementary Fig. 2: HIO3 yield η, and rate order (amendment of Fig. 2). The HIO3 production
rate pHIO3 scales in first order with the I atom production rate pI (median, solid line, and 25–75%
and 5–95% inter-percentile ranges, dark and light grey shading). The pronounced pI sensitivity of IxOy

as hypothetical HIO3 precursors (yellow lines) is incompatible with measurements. IxOy concentrations
are estimated as upper limit in an amended version of the base case model that contains a tentative
mechanism of IxOy, x ≥ 3 formation [2].

when IO sources other than the recombination of I radicals with O3 are absent (Fig. 1). The associ-
ated uncertainty in [IO] is therefore determined by the uncertainty in the measurement of [I2] (30%)
and its photolysis rate (15%), approximately 35%. The high degree of certainty in [IO] predictions jus-
tifies the calibration of the time series measured by the Br−-MION-CIMS. This approach to calibrate
CIMS is essentially equivalent to kinetic approaches to calibrate the IO radical absorption cross section
in molecular spectroscopy, which is known to within few percent [19, 20]. We find that IO is detected
with approximately 50 % of the collision (maximum) efficiency by Br−-MION-CIMS, compared to the
detection at the kinetic limit for I2, I2O4, HIO3, and H2SO4. This is compatible with only a moderate
cluster stability (Supplementary Table 3). Evidence from instrument characterisation experiments (volt-
age scanning) corroborates that IO · Br− de-clusters within the instrument for the tuning parameters
used during the campaign. This explanation is further corroborated by a slightly decreased sensitivity at
283 K, in line with enhanced de-clustering under warmer conditions.

OIO concentration predictions differ by approximately a factor of 2 between the model base case and
the extended model. The reason for reduced OIO concentrations in the extended model is the higher
thermal stability of IOIO, which de-facto removes a source of OIO and I. For the Br−-MION-CIMS,
assuming the same sensitivity for OIO as for IO (similar cluster stability, Supplementary Table 3) brings
the measured time series into agreement with the extended model predictions. For the NO−3 -CIMS, the
comparably low cluster stability suggests a moderate detection efficiency, and empirically a reasonable
detection efficiency of ∼15 % is determined.

IOIO is detected spuriously by NO−3 -CIMS, and a ∼10 % detection efficiency is required to establish
closure to the concentrations predicted by the model. The fragmentation energy of I2O2 ·NO−3 is predicted
to be 25.0 kcal mol−1 (Supplementary Fig. 3), such that a reasonably efficient detection would be expected.
The seemingly low detection efficiency might be an indication for k1 to be higher than currently used in the
extended model, i.e., IOIO could react with O3 even faster than estimated and required (Supplementary
Fig. 5). Under the experimental conditions probed, k1 is derived as a lower limit, and no firm conclusions
on the value of k1 can be derived.
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Supplementary Table 3: Calibration factors ccal and relative calibration factors crel
cal (compared to

maximum sensitivity) of the NO−3 -CIMS and Br−-MION-CIMS for detection of iodine species at T =
263 K during conditions as in Fig. 3. Cluster fragmentation enthalpies ∆H298.15 K are given as indicator
of the stability of the formed ion clusters.

molecule NO−3 -CIMS Br−-MION-CIMS

∆H298.15 K ccal crel
cal ∆H298.15 K ccal crel

cal

kcal mol−1 molec cm−3 ncps−1 kcal mol−1 molec cm−3 ncps−1

I2 26.0 a 33.7 b 3.0 · 1010 100%
IO 23.6 a 24.5 b 6 · 1010 50%
OIO 27.6 a 6 · 1010 15 % 23.2 b 6 · 1010 50%
IOIO 34.9 a 1 · 1011 10 % 43.5 a

IOIO4 35.6 ae 1.04 · 1010 100 %
I2O3 37.6 af 1.04 · 1010 c 100 %c 49.9 a

I2O4 45.6 a 1.04 · 1010 100 % 42.6 b 3.0 · 1010 100%
I2O5 47.6 d 1.04 · 1010 100 % 53.2 b 3.0 · 1010 c 100 %c

HOI 22.8 a 29.2 b 1 · 1011 30%
HIO3 38.5 a 1.04 · 1010 100 % 35.2 gd 3.0 · 1010 100%
IONO2 41.6 a 50.1 a

athis study, using theory at level CCSD(T)/aug-cc-pVTZ-PP//M062X/aug-cc-pVTZ-PP
b[12], using theory at level DLPNO-CCSD(T)/def2-QZVPP//wB97X-D/aug-cc-pVTZ-PP
cpredicted sensitivity based on cluster fragmentation enthalpy
dthis study, using theory at level DLPNO-CCSD(T)/def2-QZVPP//wB97X-D/aug-cc-pVTZ-PP, as in [12]
efor fragmentation to OIONO2 + IO−4 , ∆H(IOIO4 · NO−3 → IOIO4 + NO−3 ) = 39.9 kcal mol−1

ffor fragmentation to IONO2 + IO−3 , ∆H(I2O3 · NO−3 → I2O3 + NO−3 ) = 40.2 kcal mol−1

g∆H(HIO3 · Br− → IO−3 + HBr) = 29.9 kcal mol−1, but product IO−3 is detected and accounted for

I2O3 should be detectable by both the NO−3 -CIMS (Supplementary Fig. 3) and Br−-MION-CIMS
with reasonable efficiency, based on cluster fragmentation enthalpies, but it is generally absent from
measurements in both instruments. We hypothesise that the model is incomplete, and additional sink
mechanisms for I2O3 might be relevant. Specifically, the reaction I2O3 + O3 → I2O4 + O2 has been
discussed previously in the literature [2, 21]. While there is significant uncertainty in the predicted rate
coefficients (k = 8 · 10−14 [2, manually fitted], k = 5 · 10−16 [21, assumed to be equal to k(IO + O3)]),
the difference between measurements and model suggests the sink mechanisms to be fast, relative to
losses to the chamber wall. Lower concentrations of I2O3 relative to the base-case are predicted in the
extended model because of lower OIO concentrations, but Extended Data Figure 3 suggests that I2O3 is
still considerably over-predicted.

I2O4 concentrations are expected to be detected efficiently by both the NO−3 -CIMS and Br−-MION-
CIMS, based on the cluster formation energy. The extended model reproduces the concentrations
measured under the assumption of efficient detection. I2O4 is only formed from the OIO self-reaction, and
at 263 K its primary sink is loss to the chamber walls. As a consequence of the good prediction of I2O4

concentrations by the extended model, it is likely that the OIO concentrations predicted in the extended
model are also approximately correct. In the model base case, OIO concentrations are twice as high, and
result in I2O4 concentrations that are four times higher than in the extended model, which is difficult to
reconcile with the measurements.

I2O5 is detected spuriously by the NO−3 -CIMS (Extended Data Fig. 3), and could be interpreted as
intermediate IOIO4 formed in the extended model. The extended model does not form any I2O5, consis-
tent with the lack of gas-phase reactions forming I2O5 in the literature. Measured and predicted IOIO4
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concentrations generally agree, albeit close to the detection limit. This is taken as evidence in support of
the experimentally derived reaction rate constant k2 (Table 1). A previous laboratory study [17] observed
I2O5 concentrations to depend inversely on humidity, which we interpret as an additional piece of evi-
dence for the mechanism proceeding via intermediate IOIO4. Interestingly, both IOIO4 and I2O5 are
detected sensitively by NO−3 -CIMS (Supplementary Fig. 3) and have similar calibration factors (Sup-
plementary Table 3). IOIO4 and I2O5 are different molecules with identical mass, but likely exhibit a
different hydrolysis behaviour. Under very dry conditions, we observe signals do increase, consistent with
the expectations for higher IOIO4 concentrations under less efficient sinks via R2 from the mechanism.
However, insufficient control under these extremely dry conditions (i.e., uncertain water vapour concen-
tration, condensation sink, etc.) currently prevents the determination of k2 from these experiments. In
principle, dedicated experiments that measure IOIO4/I2O5 with better signal-to-noise, and vary humidity
and temperature with good control over the experimental conditions, hold potential to refine temperature
dependent estimates of k2.

HOI is only formed in the extended model, not in the model base case. The sink for HOI is not very
well-defined, as HOI is both lost to [22] and produced on the chamber surfaces [23]. HOI is also produced
in dark conditions, which explains the baseline between illuminated stages. The properties of the chamber
walls (loading, pH, etc.) likely also change during the different experiments. This study did not attempt
to represent dark heterogeneous chemistry, but used a constant effective wall uptake coefficient of 25 %
(resulting in a typical wall uptake time comparable to the chamber dilution time), which reproduces
the establishment time of the steady state and typical decay rates. Under these conditions a detection
efficiency of ∼30 % is required to reach closure between the measurements by the Br−-MION-CIMS and
the predictions by the extended model. The moderate detection efficiency is supported by the moderate
cluster stability and the associated partial fragmentation in the instrument [12].

Previous studies using NO−3 -CIMS found ions with a mass signature of IONO2 [17, 24]. Signals with
a IONO2 signature are also detected by NO−3 -CIMS in the NOx-free laboratory experiments of this
study, where IONO2 is not expected to form. Here, the presence of IONO2 signals can be rationalised as
multiple other iodine oxides potentially form IONO2 upon ionisation with NO−3 (Supplementary Fig. 3):
IOIO + NO−3 → IONO2 + OIO−, IOIO4 + NO−3 → IONO2 + OIO−4 , and I2O3 + NO−3 → IONO2 + IO−3 .
Given that IONO2 signals do not exclusively originate from IONO2 in NO−3 -CIMS, we believe the signals
to predominately be measurement artefacts. IONO2 signals are absent in Br−-CIMS. The quantitative
and unambiguous detection of IONO2 is likely facilitated by avoiding NO−3 , and rather using e.g. Br− as
reagent ion.
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a: IBr + I−(33.8). b: HBr + IO−(57.7). c: HOBr + I−(31.3). d: HBr + IO−2 (43.8). e: HOBr + IO−(42.2). f: HBr + IO−3 (29.9).

g: OIONO2 + IO−(69.3). h: IONO2 + OIO−(50.3). i: OIOONO2 + I−(40.3). j: OIONO2 + IO−4 (66.0). k: IONO2 + OIO−4 (35.6).

l: OIONO2 + OIO−(83.8). m: I2O4 + NO−2 (80.7). n: IONO2 + IO−3 (37.6). o: OIOONO2 + OIO−(66.4). p: I2O5 + NO−2 (62.8).

q: OIONO2 + IO−3 (45.5). r: IO3NO−3 + OIO−(107.3). s: OIOONO2 + IO−3 (50.0). t: HNO3 + IO−3 (34.1).

Supplementary Fig. 3: Fragmentation enthalpies ∆H [kcal mol−1] of reagent-ion–analyte adducts.
Black lines show enthalpies for fragmentation into reagent ion and analyte, grey lines indicate
fragmentation into other products (compare footnotes).
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3 Quantum Chemical Calculations

3.1 Additional investigations on the fate of IOIO4

Supplementary Fig. 4: Reaction coordinate of alternative pathways. The energies are calculated using
theory at the CCSD(T)/CBS(T,Q)//M062X/aug-cc-pVTZ-PP level.

Supplementary Table 4: Predicted energies and rates for reactions R3 and R4 using theory as in this
study and as in the literature.

reaction parameter unit theorya theoryb

(literature) (this study)

(R3a) IOIO4 ZPE kcal mol−1 20.6 22.5

→ IO3 + I + (3)O2 G(298 K) kcal mol−1 1.4 3.4

(R3b) IO3 + H2O ZPE kcal mol−1 4.4 -2.1
→ HIO3 + OH G(298 K) kcal mol−1 13.9 7.4

k(298 K) molec cm3 s−1 1.5 · 10−17 9.2 · 10−13

t(1017 molec cm−3 O3) s 0.6 1.1 · 10−5

(R4) IOIO4 ZPE kcal mol−1 10.3 10.4

→ I2O3 + (1)O2 G(298 K) kcal mol−1 10.0 10.2
k(298 K) s−1 2.7 · 105 2 · 105

aCCSD(T)/aug-cc-pVTZ+LANL2DZ//M062X/aug-cc-pVDZ+LANL2DZ, Gomez-Martin et al 2020, Kumar et al 2019, used in
this work for comparison with literature.

bCCSD(T)/CBS(T,Q)//M062X/aug-cc-pVTZ-PP

We explored competing reactions of intermediate IOIO4, specifically the decomposition into IO3 + I +
(3)O2 (R3a), and into I2O3 + (1)O2 (R4). The associated reaction coordinate is shown in Supplementary
Fig. 4, calculated energies are shown in Supplementary Table 4.
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For reaction R3a, the coupled-cluster calculations on the intermediates and TS, particularly OIO4 and
TS3, show high T1 diagnostic numbers (0.046 and 0.037, respectively), and the predicted energies and
rate constants are consequently highly unreliable. IO3 is predicted to react reasonably fast with water
(k = 9.2 · 10−13 molec cm3 s−1) to form HIO3 and OH radicals (R3b), resulting in a rapid conversion
even at moderate water concentrations. This is somewhat in contrast to expectations in the literature
that this reaction would be prohibitively slow [18, 25]. Consequentially, reactions R3a and R3b could in
principle be additional pathways to HIO3 and HOI (OH reacts rapidly with I2 to form HOI, and HO2

reacts rapidly IO to form HOI), and would be compatible with experiments (Supplementary Table 2 and
Extended Data Fig. 2), but are not needed to explain the observations. Theory, as used in this study,
does not find evidence that reaction R3a is feasible, and there is no firm experimental evidence that
R3a occurs. Reaction R2 is recommended. Future experiments could make an attempt to detect the side
products of reaction R2, singlet oxgyen, and R3b, OH.

For reaction R4, the transition state shows a similarly high T1 diagnostic of 0.031, making the pre-
dicted energies and rate constant highly uncertain. If feasible, this reaction would compete against the
formation of HIO3. Given that the sensitivity of NO−3 -CIMS to I2O3 detection should be significant (Sup-
plementary Fig. 3), the absence of I2O3 in measurements supports that reaction R4 is not happening.
We therefore conclude that reaction R4 is not occurring at a significant rate.

3.2 Sensitivity studies

Wavefunction stability

The stability of the wavefunction was checked at the CCSD(T) stage by first running HF calculations with
15 HOMOs and 15 LUMOs switched 10 times randomly and generating 100 input files with the orbital
rotations applied [26]. This indicated that no lower-lying wavefunction relative to the default solution
was neglected for any of the intermediates and transition states along the I2O2 + O3 PES. The HF
calculations were carried out with the def2-QZVPP basis set and using the ORCA version 4.2.1 program.
This is a much more robust approach than e.g. the standard Stable=Opt check in Gaussian.

Spin-orbit coupling correction

The spin-orbit coupling corrections of each species along the I2O2 + O3 PES and the difference in
corrections between different stationary points are provided in Supplementary Table 5 and 6. Note that
the effective-core potentials for the iodine atom used in the DFT and CCSD(T) calculations already
include some fraction of SOC, and the actual correction to the energies in Fig. 3 will be less than what
the table indicates.

Supplementary Table 5: Spin-orbit coupling energies of the I2O2 + O3 reaction stationary points.

molecule spin-orbit energy
[Eh]

I2O2 -9.74
O3 0.00
TS1 -9.74
IOIO4 -9.73
TS2 -9.73
IOIOOHOOOH -9.73
TS3 -9.73
H2O 0.00
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Supplementary Table 6: Relative spin-orbit coupling energies.

reaction relative spin-orbit energy
kcal mol−1

I2O2 + O3 → TS1 1.2
I2O2 + O3 → IOIO4 3.1
I2O2 + O3 + H2O → TS2 2.9
I2O2 + O3 + H2O → IOIOOHOOOH 3.7
I2O2 + O3 + H2O → TS3 3.6

(3)O2 / (1)O2 gap

The reliability of the selected level of theory was also checked by calculating the (3)O2 / (1)O2 energy
gap = 29.7 kcal mol−1, which is ∼7 kcal mol−1 higher than the experimental value of 22.6 kcal mol−1.
Note that computing the (3)O2 / (1)O2 energy gap is a well-known failure for almost all affordable QC
methods. It would be necessary to use methods such as CCSDTQ to reproduce the energy gap accurately,
but this method is not affordable for molecules larger than O2.

Quasi-harmonic treatment

A quasi-harmonic approximation [27] was implemented on frequencies below 100 cm−1 for all molecules
along the I2O2 + O3 reaction PES to evaluate the influence of internal rotations on the energetics. The
difference in energies were less than 0.02 kcal mol−1.

3.3 Guidance for model development

IOIO lifetime

O3 decay ramps at 263 K find indirect experimental evidence in support of the longer IOIO lifetime
predicted by quantum chemical calculations in this study compared to the literature (compare Table 1).
This is because the fate of IOIO to react with O3 is in competition with either the thermal decomposition
or the wall loss. The current literature suggests the IOIO thermal lifetime to form OIO and I is ∼100 s
at 263 K. If this was correct, thermal decomposition would be the rate limiting sink for IOIO at the lower
end of the O3 concentrations probed at CLOUD. Supplementary Figure 5 shows the lifetimes of IOIO
in regard to different loss mechanisms. Experimentally, no significant deviation from the quantitative
conversion of IOIO into HIO3 is observed even under these extreme conditions (Extended Data Fig. 4).
The experimentally inferred value of k1 in Table 1 is therefore estimated conservatively as lower limit.

Rate constants k1 and k2 for atmospheric modelling purposes

The experimental rate constant, using the temperature dependence predicted by theory, is k1 = 8.2·10−15 ·
exp(763 K/T ) molec cm3 s−1. The laboratory experiments provide no strong experimental constraint on
k2. The best estimate based on theory, compatible with laboratory experiments and field measurements,
is k2 = 2.5·10−12 ·exp(−2481 K/T ) molec cm3 s−1. Supplementary Figure 6 suggests that k1 will accelerate
as temperature decreases, consistent with the expectation for an O3 addition reaction to IOIO. The rate
coefficient k2 slows down faster as temperature decreases, and this is further compounded by generally
lower water concentrations at lower temperatures. No net-effect of temperature is observed over the
limited temperature range probed in this study. More studies are needed to establish whether either O3

or H2O could become limiting to the production of HIO3 in extremely cold, dry and low O3 atmospheric
environments, e.g., in the upper troposphere – lower stratosphere.

Note: Treating bimolecular reactions of an intermediate carrying excess energy in master equation
simulations is non-trivial. For the IOIO4 + H2O step in the present case, the MesmerILT method was used
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Supplementary Fig. 5: Sinks of IOIO during variations of O3, at T = 263 K. Thermal decomposition
IOIO → OIO + I is likely overestimated in the current literature. This study finds that IOIO thermal
decomposition is not significant under the conditions probed, and the reaction with O3 is the main sink
for IOIO. The blue dashed line indicates the fate of IOIO if the reaction with O3 proceeded near the
kinetic limit.

with a defined activation energy corresponding to the quantum chemically calculated barrier to directly
lead to the intermediate IOIOOHOOOH. A similar method was used previously by Shannon et al. [28]
to treat their reaction HC(O)C(O) + O2. We do note that IOIO4 + H2O forms a pre-reactive complex
IOIO4 · H2O that is ∼10 kcal mol−1 below the reactants in zero-point corrected energies. Accounting
for the partitioning of the excess energy in IOIO4 · H2O can change the MESMER derived temperature
dependent rate k2(T ). Indeed, a simulation that includes the pre-reactive complex results in a k2(298 K)
of ∼ 8 · 10−19 molec cm3 s−1, which is 2 to 3 orders of magnitude slower than the reported theoretical
value in Table 1. Not surprisingly, there are significant uncertainties in estimating the bimolecular rate
coefficients of an intermediate carrying excess energy. However, the experimental constraint of k2(263 K)
in Table 1 adds credence for the involvement of hot IOIO4 in R2, and is consistent with the MesmerILT
method; together, the experimental and theoretical evidence support the reported rate coefficient at
263 K, but k2(T) warrants further investigation.
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Supplementary Fig. 6: Temperature dependent rate constants for reactions R1 and R2. The experi-
mentally derived k1 is ∼ 4 times larger than predicted by theory, well within the uncertainty associated
with the calculations.
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4 Mäıdo field measurements

The Mäıdo observatory is located on the western slope of Réunion island in the southern Indian Ocean
(21.1◦ S, 55.4◦ E). At an elevation of of 2160 m asl the observatory provides frequent access to lower free
tropospheric air at night and during the early morning. South-easterly trade winds prevail in the area.
Frequently, the heating of the island locally initiates a coastal anabatic wind a few hours after sunrise, and
the wind direction at the observatory shifts from south-easterly to westerly (e.g., Supplementary Fig. 7,
Apr 13, 04:30 UTC). As a consequence, the origin of air masses sampled during different periods of the day
can vary typically in the mid and later morning. Several proxies for the air mass origin are sampled at the
observatory: Radon (boundary layer influence), NO2 (human activity), isoprene (bio-activity of adjacent
forest), sulfuric acid (human activity and emissions of the adjacent volcano, Piton de la Fournaise), along
with basic meteorology. Temperature T , dew point temperature Tdew and wind direction are given in
Supplementary Fig. 7 to illustrate the constancy of air masses during the modelled period. Figure 4 is
derived by assuming steady state between HIO3 production and loss to particles at every point in time.
It displays all data with modelled [IO] > 106 molec cm3 (day-time conditions) collected during the field
campaign, to increase the number of data points. Data stringently filtered for free tropospheric origin fall
into the scatter. This suggests that the influence of contamination to HIO3 formation is likely limited for
the probed conditions.

Supplementary Fig. 7: Detection of iodine species at the Mäıdo field site, Réunion Island, 2200 m ASL,
southern Indian Ocean for two different days (a and b). Background colours indicate night, dawn, and
day. HIO3 concentrations measured and modelled (left axis), modelled fraction of HIO3 in total Iy budget
(right axis), IO as measured by MAX-DOAS and used in model (error bars are 30 % (2-sigma, 95 % CI),
see [29]), condensation rate to particles, normalised actinic flux, temperature, dew point temperature and
wind direction as proxy for air mass variability.
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4.1 Chemical box modelling

Chemical box modelling for the Mäıdo field site employs the same reactions as for the CLOUD labora-
tory, but is extended by NOx chemistry (Supplementary Table 9). It is constrained by measurements of
temperature, pressure, humidity, IO concentrations, O3 concentrations, loss of HIO3 to particle surface
area. Integral measurements of actinic fluxes are available at the observatory, and indicate cloud free
mornings; for the calculations of compound specific photolysis frequencies actinic fluxes determined by
TUV [30] were used. NOx was fixed to 109 molec cm−3 (50 pptv).

HIO3 is lost to particles (typical condensation sink rate 10−3 s−1). As HIO3 is typically the third most
abundant iodine species ([HIO3] : [IO] : [HOI] ≈ 2 % : 15 % : 80%), condensation of IxOy to particles
is likely a minor contribution and does not substantially change the partitioning. HIO3 is subsequently
re-emitted into the gas phase as HOI (main iodine reservoir), to maintain the total Iy (inferred from IO
radical observations, and the IO/Iy,gas ratio) during a simulation. The model assumes the re-emission to
be instantaneous. As long as the re-emission time is significantly faster than the condensation time, there
is little sensitivity to the resulting gas-phase iodine partitioning. It is almost certain that the recycling
time will vary for different conditions (e.g., day, night, dusk and dawn), and there is a need to elucidate
the governing processes quantitatively at a molecular level.

4.2 Modelled HIO3 time series

Supplementary Figure 7 shows time series predicted by the extended model, and compares them to
measurements. The two mornings are displayed here, because cloud free and stable morning conditions
provide access to the lower free troposphere, and because of the availability of CU MAX-DOAS IO radical
measurements to constrain total Iy in the extended model simulation. The shading indicates the night–
dawn–day transition (also shown as normalised actinic flux). The bottom panel shows temperature T ,
dew-point temperature Tdew and the wind direction as indicator for the variability of conditions. The
extended model reproduces day-time concentrations of HIO3 within the uncertainty of the environment.

HIO3 is formed already during the dawn. Very little light is required to initiate its formation. The for-
mation under cloudy daylight conditions with negligible ultraviolet irradiation has been noted previously
[1]. The measurements even slightly precede the model prediction. This could be explained by the acti-
vation of night-time iodine reservoirs [31] at first light. Supplementary Figure 7B even shows some HIO3

production during night. This observation is consistent with previous studies [24, 32, 33] and indicative
that active iodine chemistry can form some HIO3 also at night-time.

4.3 Modelled Iy,gas partitioning

Supplementary Figure 8 shows time series for the predicted Iy,gas partitioning for the case study days
shown in Supplementary Fig. 7. The total iodine burden Iy,gas is constrained by measurements of IO
radicals, and box modelling that either uses the model base case (A and C) or the extended model (B
and D, forms HIO3). The HIO3 / Iy,gas ratio is determined by measurements of HIO3 (solid red line); or
the predicted iodine species (dashed lines); the sum of predicted IxOy (x ≥ 2, y ≥ 2) is further shown
(solid blue line).

As can be seen, the IxOy concentrations are not sufficient to explain HIO3 concentrations under
the probed conditions, independent of the model used, lending further support from a mass balance
perspective that there is insufficient amounts of IxOy formed to explain HIO3 as a measurement artefact
(see Supplementary Section 2.3). Note that both models conservatively estimate the IxOy / Iy,gas ratio
here, given the extended model overestimates IxOy species compared to the laboratory measurements
at CLOUD (Fig. 1 and Extended Data Fig. 3), and because the added HIO3 formation in the extended
model directly competes with IxOy formation by deviating the oxidation pathways following IOIO. Even
if all [IxOy] was detected as HIO3, the measured concentrations of HIO3 would be essentially unexplained.
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Supplementary Fig. 8: Iodine partitioning at the Mäıdo field site, showing [IxOy]� [HIO3]. The total
iodine burden Iy is constrained by measurements of IO radicals, and box modelling that either uses the
model base case (a and c) or the extended model (b and d, forms HIO3). The HIO3 / Iy,gas ratio is
determined by measurements of HIO3 (solid red line); the partition of other iodine iodine species and
sum IxOy (x ≥ 2, y ≥ 2) (solid blue line) is predicted by box-modelling.
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5 HIO3 formation in flow-tube experiments

5.1 Sensitivity of HIO3 formation to humidity

Supplementary Fig. 9: Formation of HIO3 at variable humidity in flow tube as predicted by extended
mechanism in Sipilä type flow tube [9]. Below a few percent relative humidity a strong humidity sensitivity
is observed and predicted, which then gets reduced.

Sipilä et al. [16] had noted previously a sensitivity of HIO3 formation (observed as IO−3 ) to humidity
in flow tube experiments: At very low humidities (low single % relative humidity) HIO3 production was
found to be reduced, at higher humidity only a weak sensitivity was observed (Supplementary Fig. 9,
open circles). We can apply the extended model including the mechanism to explain the behaviour.

We approximate the conditions of the underlying experiment, for which more accurate descriptions are
not available, using the following parameters: Measurements were carried out at room air temperature:
T = 293 K. A flow tube of 1 m length and 5 cm diameter results in a volume of 2 l. At a flow rate 13.5 l
min−1 this is equivalent to a residence time of 9 s. A mercury lamp was used, for which we assume a
similar spectrum as UVH at CLOUD (Supplementary Fig. 10), with an effective I2 photolysis frequency
j(I2) = 1.5 ·10−2 s−1. Further, we assume [I2] = 2.5 ·1010 molec cm−3 (1 ppbv), [O3] = 1 ·1012 molec cm−3

(40 ppbv). Accommodation losses to the flow tube walls are considered to occur on time scales much
longer than the residence time, but should regardless not critically influence the results. The predicted
HIO3 concentrations after 9 s of transport in the flow tube are shown in Supplementary Fig. 9 together
with measured HIO3 signals. The extended model reproduces the observed trend.

The slight HIO3 increase above 1 % relative humidity is explained in the model by an increasingly
relevant production of OH radicals from O(1D) + H2O at high humidity, that reacts with I2 to release
more I radicals. The very strong sensitivity at < 1% relative humidity is explained by the low rate
of conversion of IOIO4 by water. Under these conditions with [IO] ≈ 109 molec cm−3, water ceases to
be the limiting reagent at ∼ 1% relative humidity (6 · 1015 molec cm−3). At higher IO concentrations,
i.e., higher production rates of IOIO and IOIO4, progressively higher concentrations of water would
be required to appreciably convert IOIO4 into HIO3. Assuming a quadratic dependency, an increase
of [IO] ≈ 109 molec cm−3 to [IO] ≈ 1012 molec cm−3 (factor 103), the critical relative humidity would
increase by a factor 106, from ∼ 1% to 104 times the saturation vapor pressure. In other words, water
is necessarily a limiting reagent to HIO3 formation under extremely high IOx concentrations, and HIO3

could not form as significant product.

5.2 Competition of HIO3 & IxOy in flow tube experiments

Gomez-Martin et al. [2] studied iodine particle formation from larger IxOy in flow tube experiments, and
did not detect HIO3. We believe this observation is consistent with the proposed mechanism.

Typical IO radical concentrations in these flow tube experiments (compare Fig. 4 in [2] are given in
Supplementary Table 1 (flow tube), and strongly favour the formation of large iodine oxide cluster through
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polymerisation. HIO3 is not expected to form in appreciable amounts, because water concentrations
cannot be increased as much as iodine concentrations. Gomez-Martin et al. [2] did not report a sensitivity
towards HIO3/IO

−
3 for the photo-ionisation technique used to detect iodine oxides. The authors suggested

that IO−3 , interpreted as HIO3, forms in the fragmentation of larger IxOy species upon detection, i.e.,
chemical ionisation [2]. We have high trust in the real character of HIO3, given that there is a viable
gas-phase mechanism to form it, and because it is measured in parallel by multiple instruments that
employ different parameters and ionisation techniques: NO−3 -CIMS, Br−-MION-CIMS, HOxROx-NO−3 -
CIMS, APiTOF (no ionisation). Theory as in this study predicts that I2O3 as early generation IxOy

should be detectable by NO−3 -CIMS (Supplementary Section 2.4), but I2O3 is not observed as major
iodine reservoir. Additionally, the appearance of IxOy (x ≥ 2, y ≥ 3) is too late to be compatible with
the fast appearance of HIO3 (Fig. 1, Extended Data Fig. 2, Supplementary Table 2). This study thus
supports that HIO3 in the gas phase is a real and abundant species.

An early study [34] had found a negative correlation at a coastal site between the frequency of
particle formation and water vapour flux and relative humidity, and had interpreted this as some support
for the production of new particles through the self-nucleation of iodine oxides proposed by Hoffmann et
al. [2001]. One plausible explanation for this behaviour is that H2O forms relatively stable complexes
with molecules such as I2O3 and I2O4, inhibiting their polymerization [35], and the unusual hygroscopic
growth behaviour of iodine oxide particles in laboratory studies has also been noted [36, 37]. Under
near-atmospheric conditions at CLOUD, nucleation rates are essentially independent of humidity [1]. An
inhibiting role of water may be relevant for conditions with high IxOy [2], but such a role of water is
neither observed at CLOUD, nor is iodine particle formation inhibited at very high humidity in the arctic
marine boundary layer (median 95.7 % relative humidity, see [24]).
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6 Description of the chemical box-model

The photochemical box model builds on a framework described in [3, 4, 38] and represents state-of-the-
art iodine chemistry and HOx chemistry [39, 40]. Here, the model is extended by the chamber auxiliary
mechanism, which includes losses of gases to the chamber walls and to particles, losses by dilution, and the
actinic fluxes of the chamber lights. The model is constraint by measurements of I2, O3, H2O, photolysis
frequencies (I2, IO, OIO, HOI, I2O2, I2O3, I2O4), temperature, and aforementioned loss mechanisms.

6.1 Gas-phase reactions

Iodine gas-phase reactions are taken from [39], where recommendations are available. Reaction rate
constant expressions for the recombination of early iodine oxides are taken from a recent literature review
[41]. The dark reaction of I2 with O3 [42] has recently been corroborated theoretically [43], and is included
here. HOx reactions, particularly relevant for the description of the chemistry at the Mäıdo field site, are

Supplementary Table 7: Gas-phase iodine reactions used in model base case.

Reaction k [molec−1 cm3 s−1] notes

I2 + O→ IO + I 1.3 · 10−10 [39]
I + O3 → IO + O2 2.0 · 10−11 · exp(−830/T ) [39]
IO + O→ I + O2 1.4 · 10−10 [39]
IO + O3 → OIO + O2 3.6 · 10−16 [44]
IO + IO→ OIO + I 2.13 · 10−11 · exp(180 K/T ) [41]

·(1 + exp(−p/19142 Pa))
IO + IO→ IOIO 3.27 · 10−11 · exp(180 K/T ) [41]

·(1− 0.65 · exp(−p/19142 Pa))
IO + OIO→ I2O3

a [41]
OIO + OIO→ I2O4

b [41]
I2 + OH→ HOI + I 1.8 · 10−10 [39]
HOI + OH→ IO + H2O 2.0 · 10−13 [45, 46]
IO + OH→ HO2 + I 1.0 · 10−10 [47]
IO + HO2 → HOI 1.3 · 10−11 · exp(570 K/T ) [39]c

I + HO2 → HI + O2 1.5 · 10−11 · exp(−1090 K/T ) [39]
HI + OH→ I + H2O 3.0 · 10−11 [39]
I2 + O3 → IO + OIO 0.5 · 4.0 · 10−15 · exp(−2050 K/T ) [42, 43]d

I2 + O3 → IO + I + O2 0.5 · 4.0 · 10−15 · exp(−2050 K/T ) [42, 43]d

ak = (4.687 · 10−10 − 1.3855 · 10−5 · exp(−0.75p/162.265 Pa) + 5.51868 · 10−10 · exp(−0.75p/19932.8 Pa)) · exp((−3.31 · 10−3 −
5.14 · 10−3 · exp(−0.75p/32568.711 Pa)− 4.44 · 10−3 · exp(−0.75p/4081.609 Pa)) · T )

bk = (1.1659 ·10−9−7.79644 ·10−10 · exp(−0.75p/2209.281 Pa)+1.03779 ·10−9 · exp(−0.75p/56815.381 Pa)) · exp((−8.13 ·10−3−
3.82 · 10−3 · exp(−0.75p/4557.591 Pa)− 6.43 · 10−3 · exp(−0.75p/41795.061 Pa)) · T )

cHOI assumed to be only product
dproducts not clear, equal branching assumed

taken from [39], and listed in Supplementary Table 8. NOx chemistry is taken from [39] unless otherwise
noted. While this study does not leverage laboratory data that involve NOx, NOx is relevant for night-
time chemistry in the field. It is therefore approximated with the reactions in Supplementary Table 9.
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Supplementary Table 8: HOx reactions in photochemical box model, taken from [39]

Reaction k [molec−1 cm3 s−1]

O + O2 → O3 6.1 · 10−34 · (T/298 K)−2.4 · [air]
O + O3 → O2 + O2 8.0 · 10−12 · exp(−2060 K/T )
O(1D) + N2 → O(3P) + N2 2.15 · 10−11 · exp(110 K/T )
O(1D) + O2 → O(3P) + O2 3.3 · 10−11 · exp(55 K/T )
O(1D) + O3 → O2 + O2 0.5 · 2.4 · 10−10

O(1D) + O3 → O(3P) + O(3P) + O2 0.5 · 2.4 · 10−10

O(1D) + H2 → OH + H 1.2 · 10−10

O(1D) + H2O→ OH + OH 1.63 · 10−10 · exp(60 K/T )
O(1D) + N2 → N2O 2.8 · 10−36 · (T/300 K)−0.9 · [air]
O + OH→ H + O2 1.8 · 10−11 · exp(180 K/T )
O + HO2 → OH + O2 3.0 · 10−11 · exp(200 K/T )
O + H2O2 → OH + HO2 1.4 · 10−12 · exp(−2000 K/T )
H + O2 → HO2 kf

ab

H + O3 → OH + O2 1.4 · 10−10 · exp(−470 K/T )
H + HO2 → OH + OH 7.2 · 10−11

H + HO2 → O + H2O 1.6 · 10−12

H + HO2 → H2 + O2 6.9 · 10−12

OH + O3 → HO2 + O2 1.7 · 10−12 · exp(−940 K/T )
OH + H2 → H + H2O 2.8 · 10−12 · exp(−1800 K/T )
OH + OH→ O + H2O 1.8 · 10−12

OH + OH→ H2O2 kf
ac

OH + H2O2 → HO2 + H2O 1.8 · 10−12

OH + HO2 → H2O + O2 4.8 · 10−11 · exp(250 K)
HO2 + O3 → OH + O2 + O2 1.0 · 10−14 · exp(−490 K)
HO2 + HO2 → H2O2 + O2 3.0 · 10−13 · exp(460 K)
HO2 + HO2 → H2O2 + O2 2.1 · 10−33 · exp(920 K) · [air]
OH + CO→ HO2 + CO2 1.85 · 10−13 · exp(−65K/T )

aeffective second-order rate constant kf (T, [M ]) as defined in [39]
bk0 = 5.3 · 10−32, n = 1.8, k∞ = 9.5 · 10−11, m = −0.4, [M ] = [air]
ck0 = 6.9 · 10−31, n = 1.0, k∞ = 2.6 · 10−11, m = 0, [M ] = [air]
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Supplementary Table 9: Gas-phase NOx reactions used in model. Taken from [39] unless otherwise
noted.

Reaction k [molec−1 cm3 s−1] notes

I + NO3 → IO + NO2 4.5 · 10−10 [48]
I2 + NO3 → I + IONO2 1.5 · 10−12 [48]
IONO2 + I→ I2 + NO3 1 · 10−10 estimated, [49]
I + NO→ INO kf

ab

I + NO2 → INO2 kf
ac

IO + NO→ I + NO2 8.6 · 10−12 · exp(230 K/T )
IO + NO2 → IONO2 kf

ad

INO + INO→ I2 + NO + NO 8.4 · 10−11 · exp(−2620 K/T )
INO2 + INO2 → I2 + NO2 + NO2 2.9 · 10−11 · exp(−2600 K/T )
O + NO→ NO2 kf

ae

O + NO2 → NO + O2 5.3 · 10−12 · exp(200 K/T )
O + NO2 → NO3 kf

af

O + NO3 → NO2 + O2 1.3 · 10−11

O + HNO3 → OH + NO3 3.0 · 10−17 upper limit
H + NO2 → OH + NO 1.35 · 10−10

OH + NO→ HONO kf
ag

OH + NO2 → HNO3 kf
ah+kf

ai 2 isomer channels
OH + NO3 → HO2 + NO2 2.0 · 10−11

OH + HNO3 → NO3 + H2O 3.71̇0−14 · exp(240 K/T )
OH + HO2NO2 → NO2 + H2O + O2 4.5 · 10−13 · exp(610 K/T )
HO2 + NO→ NO2 + OH 3.44 · 10−12 · exp(260 K/T )
HO2 + NO2 → HO2NO2 kf

aj

HO2 + NO2 → HONO + O2 5 · 10−16 upper limit
HO2 + NO3 → OH + NO2 + O2 3.5 · 10−12

NO + O3 → NO2 + O2 3.0 · 10−12 · exp(−1500 K/T )
NO + NO3 → NO2 + NO2 1.7 · 10−11 · exp(125 K/T )
NO2 + O3 → NO3 + O2 1.2 · 10−13 · exp(−2450 K/T )
NO2 + NO3 → NO + NO2 + O2 4.35 · 10−14 · exp(−1335 K/T )
NO2 + NO3 → N2O5 kf

ak

NO3 + NO3 → NO2 + NO2 + O2 8.5 · 10−13 · exp(−2450 K/T )
O3 + HNO2 → HNO3 + O2 5.0 · 10−19 upper limit
N2O5 + H2O→ HNO3 + HNO3 2.0 · 10−21 upper limit

aeffective second-order rate constant kf (T, [M ]) as defined in [39]
bk0 = 1.8 · 10−32, n = 1.0, k∞ = 1.7 · 10−11, m = 0, [M ] = [air]
ck0 = 3.0 · 10−31, n = 1.0, k∞ = 6.6 · 10−11, m = 0, [M ] = [air]
dk0 = 7.7 · 10−31, n = 3.5, k∞ = 7.7 · 10−12, m = 1.5, [M ] = [air]
ek0 = 9.1 · 10−32, n = 1.5, k∞ = 3.0 · 10−11, m = 0, [M ] = [air]
fk0 = 2.5 · 10−31, n = 1.8, k∞ = 2.2 · 10−11, m = 0.7, [M ] = [air]
gk0 = 7.1 · 10−31, n = 2.6, k∞ = 3.6 · 10−11, m = 0.1, [M ] = [air]
hk0 = 1.8 · 10−30, n = 3.0, k∞ = 2.8 · 10−11, m = 0, [M ] = [air]
ik0 = 9.3 · 10−32, n = 3.9, k∞ = 4.2 · 10−11, m = 0.5, [M ] = [air]
jk0 = 1.9 · 10−31, n = 3.4, k∞ = 4.0 · 10−12, m = 0.3, [M ] = [air]
kk0 = 2.4 · 10−30, n = 3.0, k∞ = 1.6 · 10−12, m = −0.1, [M ] = [air]
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6.2 Thermal decomposition reactions

Supplementary Table 10 shows thermal decomposition reactions used in the box model. Thermal lifetimes
at 298 K and the temperature at which laboratory data were collected, 283 K and 263 K, are given for
reference. Reaction rate constant expressions are taken from the literature, except for the decomposition
IOIO → OIO + I. Here, theory used in this study predicts IOIO to be thermally stable with regard to
CLOUD timescales (Table 1, Supplementary Section 6). I2O3 is predicted to be thermally stable [43],
but sinks for I2O3 might be underestimated (Supplementary Section 2.4).

Supplementary Table 10: Thermal decomposition rate expressions and lifetimes of iodine species in
the box model.

Reaction k [s−1] t298 K [s] t283 K [s] t263 K [s] notes

IOIO→ OIO + I 8.4 · 1013 · exp(−12026 K/T ) 4.0 · 103 3.4 · 104 8.6 · 105 this study
IOIO→ IO + IO a 3.1 · 102 2.2 · 103 4.4 · 104 [41]
I2O3 → OIO + IO 1.67 · 1011 [43]
I2O4 → OIO + OIO b 2.0 · 101 1.7 · 102 4.6 · 103 [41]
IONO2 → IO + NO2 1.1 · 1015 · exp(−12060 K/T ) 3.4 · 102 2.9 · 103 7.5 · 104 [50]

ak = (2.55355 · 1011 − 4.41888 · 107 · 0.75p/Pa + 856.186 · (0.75 · p/Pa)2 + 1.421881 · 10−2 · (0.75p/Pa)3) · exp((−11466.82304 +
597.01334 · exp(−0.75 · p/Pa/138262.325)− 167.3391 · exp(−0.75 · p/Pa/4375.089)) K/T )

bk = (−1.92626 ·1014 +4.67414 ·1011 ·0.75p/Pa−36865.1 ·(0.75 ·p/Pa)2−3.09109 ·(0.75p/Pa)3) ·exp((−12302.15294+152.78367 ·
exp(−0.75p/Pa/4612.733) + 437.62868 · exp(−0.75 · p/Pa/42844.13)) K/T )

6.3 Photochemistry

The CLOUD chamber employs different lights to selectively drive photochemistry. All lights are con-
tinuously characterised and monitored by a spectrometer and photo diode array at the bottom of the
chamber, and by dedicated actinometry experiments which allow to quantitatively determine actinic
fluxes. Measured spectra, scaled into units of actinic fluxes, are shown in Supplementary Fig. 10. Result-
ing photolysis rates and photolysis reactions are listed in Supplementary Table 11. The intensity of each
light source can be regulated, such that the actinic fluxes and photolysis rates shown are upper limits.
The photolysis frequencies shown in Supplementary Table 11 are derived using cross-section and quan-
tum yield recommendations from [51], retrieved from [52]. The cross sections used for I2O2, I2O3, and
I2O4 are those predicted by theory [18], given that attempts to measure these cross sections [19] have not
been conclusive [18].

Specifically, LS4 is a light sabre protruding laterally into the chamber, i.e., an array of LEDs centred
at 528 nm (green light). LS4 was purposefully built to selectively photolyse I2. The ability of LS4 to
photolyse I2 was determined in actinometry experiments which inferred the actinic flux from the decay
rate of I2 (Supplementary Fig. 11). The uncertainty of jI2 is estimated to be better than 30%, based on
variability at different experimental conditions. The absorption cross section of I2, in conjunction with the
dissociation quantum yield is used to estimate the (spectral) actinic flux due to LS4. The quantum yield
above 492 nm for dissociation is not established to be unity, but closer to 70 % in the wavelength range of
overlap [53]. The uncertainty in the quantum yield is not an uncertainty for the photo dissociation rate
of I2, but for the scaling of the actinic flux. For the latter, an uncertainty of 40 % has to be assumed.
Usually LS4 is not used at full power, to ensure near-homogeneous mixing within the chamber. However,
at full LS4 power, photolysis can be a competitive sink for OIO (Supplementary Table 11).

UVX is a krypton fluoride laser (248 nm) and a selective source for the production of O(1D) and HOx.
UVH is a mercury lamp and provides light across the entire UV-Vis spectral range. LS3 is a blue LED
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Supplementary Fig. 10: Iodine photochemistry at the CLOUD chamber. The top panel (a) shows
estimates of the spectral actinic fluxes from the different light sources, and for noon-time conditions at
the Mäıdo field site. The bottom panel (b) shows action spectra (product of absorption cross section and
total quantum yield) of some iodine species represented in the model. The cross sections of I2O2, I2O3,
and I2O4 are predicted from theory only, i.e. not measured across the spectral range shown.

Supplementary Fig. 11: Actinometry experiment to determine photolysis frequency of I2 due to LS4.

light source (centred at 385 nm). It is capable of photolysing IO fast, but I radicals readily recombine with
O3 to reform IO. Hence, sensitivity studies that varied illumination from LS3 did not find a sensitivity.
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Supplementary Table 11: Photolysis reactions included in chemical box model with photolysis rates
due to different different lamps (upper limit at maximum continuous intensity) and solar light.

Reaction j [s−1]

LS4 a LS3 b UVH c UVX c Mäıdo d

I2 → I + I 6.5 · 10−3 e 7.4 · 10−5 5.8 · 10−6 1.1 · 10−6 1.3 · 10−1

IO→ I + O(3P) 2.9 · 10−2 5.3 · 10−5 1.9 · 10−1

OIO→ I + O2
h 1.5 · 10−2 1.3 · 10−5 4.5 · 10−1

I2O2 → IO + IO fi 1.1 · 10−3 2.8 · 10−3 4.4 · 10−5 6.0 · 10−5 6.1 · 10−2

I2O3 → OIO + IO i 6.4 · 10−5 1.6 · 10−3 2.0 · 10−5 3.3 · 10−6 2.1 · 10−2

I2O4 → OIO + OIO i 9.3 · 10−5 5.5 · 10−3 8.6 · 10−5 2.7 · 10−6 7.3 · 10−2

HOI→ I + OH 7.0 · 10−5 1.3 · 10−3 3.9 · 10−6 9.0 · 10−3

HI(+O2)→ HO2 + I 3.2 · 10−7 4.0 · 10−7 1.1 · 10−5

INO→ I + NO 4.1 · 10−3 3.2 · 10−5 4.3 · 10−5 3.2 · 10−2

INO2 → I + NO2 2.2 · 10−5 5.8 · 10−6 2.9 · 10−6 3.0 · 10−3

IONO2 → I + NO3 6.8 · 10−3 6.4 · 10−5 9.1 · 10−6 4.8 · 10−2

O3 → O2 + O(1D) 7.0 · 10−6 e 7.0 · 10−6 e 2.7 · 10−5

H2O2 → OH + OH 7.4 · 10−8 7.2 · 10−8 7.2 · 10−6

NO2 → NO + O(3P) 3.0 · 10−3 e 7.4 · 10−6 1.8 · 10−8 9.8 · 10−3

HONO→ OH + NO 2.7 · 10−4 1.4 · 10−6 2.0 · 10−7 1.6 · 10−3

NO3 → NO2 + O(3P) g 6.2 · 10−3 7.7 · 10−6 1.1 · 10−5 3.9 · 10−1

→ NO + O2
g

HNO3 → OH + NO2 2.5 · 10−8 1.5 · 10−8 6.3 · 10−7

N2O4 → NO2 + NO2 7.5 · 10−5 4.0 · 10−6 4.4 · 10−3

N2O5 → NO3 + NO2 1.2 · 10−6 3.9 · 10−7 3.4 · 10−7 4.7 · 10−5

acharacterised via decay rate of I2, uncertainty approximately 30%
bcharacterised via NO2 : NO : O3, uncertainty approximately 30%
ccharacterised via production of H2SO4
dactinic fluxes calculated by TUV [30]
edirectly determined in actinometry experiments
fproducts assumed to be IO, based on thermal stability (Supplementary Table 10)
gquantum yields not well known, equal branching assumed
husing cross section of [20]
iusing cross section predicted in [18]
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[11] Rissanen, M.P., Mikkilä, J., Iyer, S., Hakala, J.: Multi-scheme chemical ionization inlet (MION) for
fast switching of reagent ion chemistry in atmospheric pressure chemical ionization mass spectrom-
etry (CIMS) applications. Atmos. Meas. Tech. 12(12), 6635–6646 (2019). https://doi.org/10.5194/
amt-12-6635-2019

[12] Wang, M., He, X.-C., Finkenzeller, H., Iyer, S., Chen, D., Shen, J., Simon, M., Hofbauer, V.,
Kirkby, J., Curtius, J., Maier, N., Kurtén, T., Worsnop, D.R., Kulmala, M., Rissanen, M., Volka-
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