
 
Supplementary Figure Legends 
 
Supplementary Figure 1. Workflow of the computational analysis of H&E scans of lung 
tissues. The images are first run through a first classifier to determine the lung cancer types and 
identify the regions where LUAD cancer is present. Then, the mutation prediction network is run 
on those regions. 

Supplementary Figure 2. Accurate classification of lung cancer histopathology images. (a) 
Per-slide Receiver Operating Characteristic (ROC) curves after classification of normal versus 
tumor images (using 20x magnified tiles) resulted in an almost error-free classification. (b) The 
ROC curves obtained after transfer learning for LUAD vs LUSC images classification show inferior 
performance compared to those obtained from (c) fully trained network. Aggregation was either 
done by averaging the probability scores (purple ROC curves) or by counting the percentage of 
properly classified tiles (green ROC curves). In all panels, the crosses correspond to the manual 
classification of LUAD vs LUSC slides by pathologists. (d) Multi-class ROC of the Normal vs LUAD 
vs LUSC classification yields the best result for overall classification of cancer types. Dotted lines 
are negative control trained and tested after random label assignments. In (e) and (f), training and 
testing in (c) and (d) were replicated using tiles at 5x magnification instead of 20x. The ROC 
curves show that performance is similar for both magnifications. n=244 slides for b,c,e and n=170 
slides for a,d,f, all from 137 patients. (g) Comparison of AUCs obtained with different techniques 
for classification of normal and (h) of cancer type slides (For Terry et a.1l, IHC stands for 
Immunoschemistry. For Khosravi et al.2,data from inter-images tests on the TCGA and Stanford 
Tissue Microarray databases are displayed). (i) Proportion of LUAD and LUSC slides 
misclassified by the pathologists as a function of the true positive probability assigned in (c). The 
number of slides are indicated on the bars.  
 
Supplementary Figure 3. Impact of tumor selection on model performance. (a) Tumor 
content distributions and AUCs across datasets after manual tumor selection, no selection and 
automatic selection using a deep learning model (for Frozen, FFPE and Biopsies respectively, 
n=98, 140 and 102 biologically independent slides; whiskers represent the minima and maxima. 
The middle line within the box represents the median; the AUC values are shown with the error 
bars representing the 95% CIs), (b) Difference in AUC compared to manual tumor selection (20x 
magnification).  
 
Supplementary Figure 4. Relationship between the number of tiles in biopsy slides versus 
the accuracy of the three-way classifier. R-squared is shown for the linear fit obtained by linear 
regression (black line) of the LUAD (red) and LUSC (blue) data points (n=102 biologically 
independent slides). Also, the dataset was split in 3 equal sets (same number of tiles) and AUCs 
were computed for slides with a low, medium or high number of tiles. AUCs are shown above the 
graphs. 
 
Supplementary Figure 5. Gene mutation prediction from histopathology slides give 
promising results for at least 6 genes: (a) Mutation probability distribution for slides where each 
mutation is present and absent after tile aggregation done by counting the percentage of tiles 
properly classified. n=62 slides from 59 patients. p-values estimated with two-tailed Mann-
Whitney U-test are shown as ns (p>0.05), * (p≤0.05), ** (p≤0.01) or *** (p≤0.001). Whiskers 
represent the minima and maxima. The middle line within the box represents the median. (b) ROC 
curves associated with (a). 
 



Supplementary Figure 6. Illustration of gene mutations learned by deep-learning projected 
to 2 dimensions for visualization via the t-SNE algorithm using values of the last fully 
connected layer. (a) Scatterplots where each point represents a tile where the color is 
proportional to the mutation probability generated by the deep learning network. (b) Tile-
embedded t-SNE representation with zooms on clusters having specific mutation predictions. 
n=24,144 tiles of 62 slides from 59 patients. 

 
Supplementary Figure 7. Example of cases classified correctly by the algorithm but 
misclassified by at least one pathologist. For each case, we show the original image with a 
250x250um zoom from the center of the image, the heatmap generated by the LUAD/LUSC 
binary classifier and the heatmaps from the Norma/LUAD/LUSC classifier. Training was done 
once. 

 
Supplementary Figure 8. Evolution of train loss and validation accuracy during the training 
of the modified architecture inception v3 for the prediction of mutations. n~212,000 tiles 
from 320 slides for the training set and n~24,400 tiles from 48 slides for the validation set. 
 
Supplementary Figure 9. Heatmaps for classification of Normal vs LUAD vs LUSC: (a) and 
(b) show typical examples of LUAD and LUSC whole-slide images. (c) and (d) show the 
corresponding heatmaps with probabilities of the winning class assigned to each tile such as: red 
for tiles classified as LUAD, blue for LUSC and grey for Normal. Training was done once 
 
Supplementary Figure 10. Illustration of three-way classifier learned by deep-learning 
projected to 2 dimensions for visualization via the t-SNE algorithm using values of the last 
fully connected layer. (a) Scatterplots where each point represents a tile where the color is 
proportional to the probability generated by the deep learning network for each class. (b) Tile-
embedded t-SNE representation with insets showing a random selection of tiles for different 
regions. n=149,790 tiles of 244 slides from 137 patients. 
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Supplementary Tables 
Supplementary Table 1. Area Under the Curve (AUC) achieved by the different classifiers 
(with 95% CIs) 

Classification Information 

AUC after aggregation by… 

… average 
predicted 
probability 

… percentage of 
positively 
classified tiles 

Normal vs 
Tumor  
(20x tiles) 

a) Inception v3, fully-trained 0.993 
[0.974-1.000] 

0.990 
[0.969-1.000] 

LUAD vs LUSC  
(20x tiles) 

b) Inception v3, transfer learning  0.847 
[0.782-0.906] 

0.844 
[0.777-0.904] 

c) Inception v3, fully-trained 0.950 
[0.913-0.980] 

0.947 
[0.911-0.978] 

d) Same as (c) but aggregation done 
solely on tiles classified as “tumor” by A 

0.952 
[0.915-0.981] 

0.949 
[0.912-0.980] 

LUAD vs LUSC  
(5x tiles) 

Inception v3, fully-trained 0.942 
[0.907-0.971] 

0.906 
[0.851-0.951] 

3 classes. 
Normal vs LUAD 
vs LUSC at 20x  

Normal 0.984 
[0.947-1.000] 

0.985 
[0.953-1.000] 

LUAD 0.969 
[0.933-0.994] 

0.970 
[0.937-0.993] 

LUSC 0.966 
[0.935-0.990] 

0.964 
[0.932-0.989] 

Micro-average 0.970 
[0.950-0.986] 

0.969 
[0.949-0.985] 

Macro-average 0.976 
[0.949-0.993] 

0.976 
[0.950-0.993] 

3 classes. 
Normal vs LUAD 
vs LUSC at 5x  

Normal 0.997 
[0.993-0.998] 

0.988 
[0.962-1.000] 

LUAD 0.965 
[0.942-0.983] 

0.938 
[0.896-0.971] 

LUSC 0.977 
[0.960-0.991] 

0.964 
[0.937-0.986] 

Micro-average 0.980 
[0.972-0.987] 

0.966 
[0.948-0.980] 

Macro-average 0.981 
[0.968-0.991] 

0.964 
[0.939-0.980] 

n=244 slides for LUAD vs LUSC classifiers and n=170 slides for the others, all from 137 
patients. 
  



Supplementary Table 2. Diagnostic performance based on molecular profiling data.  

Author Method Normal vs 
NSCLC 

LUAD vs LUSC Cohort size Test on  
independent 

cohorts 
Girard et al.3 62-gene 

microarray 
panel 

Accuracy=86% 
Sensitivity=83% 
Specificity=100% 

Accuracy=93% 
Sensitivity=95% 
Specificity=89% 

1337 lung 
cancer; 

191 healthy 
controls 

yes 

Charkiewicz 
et al.4 

53-gene 
microarray 

panel 

 Accuracy=92.7% 
Sensitivity=100% 
Specificity=88% 

152 LUSC 
and LUAD 

tissue 

yes 

Hou et al.5 5-gene 
microarray 

panel 

Accuracy = 97% Accuracy=84% 91 NSCLC; 
65 adjacent 
normal lung 

tissue 

yes 

Wilkerson et 
al.6 

57-gene 
microarray 

panel 

 Accuracy=78% 
(additional 
categories) 

442 lung 
cancer with 

adjacent 
normal lung 

tissue 

yes 

Bhattacharjee 
et al.7 

52-gene 
microarray 

panel 

Accuracy = 85% 
(81% - 89%) 

Accuracy=85% 
(additional 
categories) 

186 lung 
cancer, 17 

normal lung 
tissue 

no 

Cuezva et al.8 protein 
expression of a 
3-gene panel 
from tissue 

samples 

Accuracy=91.4% 
Sensitivity=97.3% 

(LUAD vs 
normal) 

 90 LUAD, 10 
normal lung 

tissue 

no 

Amachika et 
al.9 

RT-qPCR for 
NOK mRNA in 

peripheral 
blood 

Sensitivity=80.5% 
Specificity=92.3% 

 41 lung 
cancer; 

13 healthy 
controls 

no 

Du et al.10 RT-qPCR for 
STC1 mRNA 

levels in 
peripheral 

blood 

AUC=0.969  65 lung 
cancer; 

52 healthy 
controls 

no 

Cheng et al.11 RT-qPCR for 
LunX mRNA 

levels in 
peripheral 

blood 

Sensitivity=92.9% 
Specificity=75.0% 

 44 lung lung 
cancer; 

15 healthy 
controls 

no 

Sheu et al.12 RT-qPCR for 
3-gene mRNA 

panel in 
peripheral 

blood 

AUC=0.887  69 lung 
cancer; 

100 healthy 
controls 

no 

 
  



Supplementary Table 3. Inter-pathologists and binary deep-learning method variability 
estimated with the Cohen’s Kappa statistic. 
 

 Pathologist 1* Pathologist 2** Pathologist 3* Consensus 
between 
pathologists 

Deep-learning 

TCGA 0.67  
CIs=[0.56-8.78] 

0.70 
CIs=[0.60-0.81] 

0.70 
CIs=[0.59-0.81] 

0.78 
CIs=[0.69-0.88] 

0.82 
CIs=[0.74-0.91] 

Pathologist 1  0.52 
CIs=[0.39-0.65] 

0.55 
CIs=[0.42-0.67] 

0.56 
CIs=[0.44-0.69] 

0.64 
CIs=[0.52-0.75] 

Pathologist 2   0.78 
CIs=[0.69-0.88] 

0.65 
CIs=[0.54-0.77] 

0.63 
CIs=[0.52-0.75] 

Pathologist 3    0.75 
CIs=[65-0.86] 

0.60 
CIs=[0.48-0.72] 

Consensus 
between 3 

pathologists 

    0.77 
CIs=[0.68-0.87] 

 
n=170 slides from 137 patients 
* thoracic pathologists; ** anatomic pathologist 
  



Supplementary Table 4. Comparison of LUAD/LUSC classifications (number and 
percentage of cases shown for each confusion matrix; for the LUAD/LUSC classifier, 
optimal threshold of 0.4/0.6 was selected).   
 

TCGA dataset Pathologist 1 Pathologist 2 Pathologist 3 LUAD/LUSC 
deep-learning 

classifier* 

  LUAD LUSC LUA
D 

LUSC LUA
D 

LUSC LUA
D 

LUSC 

TCGA 
database 

LUAD 72 
(42%) 

7 
(4%) 

67 
(39%) 

12 
(7%) 

62 
(36%) 

17 
(10%) 

73 
(43%) 

6 
(4%) 

LUSC 21 
(13%) 

70 
(41%) 

13 
(8%) 

78 
(46%) 

8 
(5%) 

83 
(49%) 

9 
(5%) 

82 
(48%) 

Pathologist 
1 

LUAD   66 
(39%) 

27 
(16%) 

62 
(36%) 

31 
(18%) 

72 
(42%) 

21 
(12%) 

LUSC   14 
(8%) 

63 
(37%) 

8 
(5%) 

69 
(41%) 

10 
(6%) 

67 
(40%) 

Pathologist 
2 

LUAD     66 
(39%) 

13 
(8%) 

65 
(38%) 

14 
(8%) 

LUSC     5 
(3%) 

86 
(50%) 

17 
(10%) 

74 
(44%) 

Pathologist 
3 

LUAD       59 
(35%) 

11 
(6%) 

LUSC       23 
(14%) 

77 
(45%) 
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